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ABSTRACT  
Aim/Purpose This paper focuses on app review analysis techniques, driven by the rapid advance-

ment of the mobile app market and NLP techniques in optimizing mobile app 
user experiences. 

Background Owing to technological advancements, app review analysis has rapidly evolved. 
This study examines both conventional and emerging techniques, including cur-
rent advancements such as large language models (LLMs) in app review analysis. It 
provides an overview of the various methods used across different categories of 
app review analysis, comparing effective strategies for identifying user concerns 
and enhancing app functionality. 

Methodology A systematic review was utilized based on two major standard guidelines, PRISMA 
and Kitchenham’s guidelines, for the period of 2014 to 2024. After defining the re-
view protocol, papers were identified through keyword-based searches on six ma-
jor online databases: Scopus, Web of Science, IEEE Xplore, ACM Digital Library, 
Science Direct, and Springer. Following screening and excluding papers based on 
defined quality criteria, 53 papers were considered for this study. The use of 
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PRISMA ensures a transparent and reproducible review process, while Kitchen-
ham’s guidelines provide a structured and rigorous approach for evaluating and 
synthesizing the literature. 

Contribution This review study aims to evaluate the current state of knowledge on app review 
analysis techniques to improve mobile app user experiences. This study catego-
rized the existing state-of-the-art papers into eight different categories, such as 
sentiment analysis, review classification, summarization, and prioritization, and ex-
amined challenges related to app review analysis. Furthermore, the study empha-
sizes the potential of LLMs for optimizing and automating app review analysis and 
provides future directions to address gaps in user-centric app development. 

Findings Among the eight main categories defined in app review analysis, sentiment analysis 
is the most prevalent, followed by review classification and information extraction. 
Most studies use a combination of these categories to achieve a comprehensive 
goal. Prioritization techniques such as risk matrices, thumbs-up count-based ap-
proach, and anomaly detection are widely used to identify emerging issues. Ex-
tracting meaningful information and evaluating the proposed approach are the 
most common challenges identified. Novel LLMs, like Chat-GPT, significantly en-
hance review analysis by automating the process, improving feature extraction, and 
enabling context-aware review classification. 

Recommendations  
for Practitioners 

The combination of conventional approaches and novel LLM-based methods can 
enhance both the efficiency and accuracy in identifying and addressing critical is-
sues raised through mobile app user reviews. It effectively prioritizes user concerns 
by leveraging the strengths of both traditional preprocessing techniques and ad-
vanced LLMs. 

Recommendations  
for Researchers  

Researchers are encouraged to explore the integration of emerging technologies 
like LLMs to enhance the of app review analysis, particularly in feature-specific 
sentiment analysis.  

Impact on Society The results of this study contribute to enhancing the mobile app user experience 
through effective app review analysis, which improves user satisfaction and sup-
ports user-centered app development. This ultimately leads to a better mobile app 
ecosystem, benefiting both users and developers. 

Future Research In the future, this research can be extended in multiple directions. Researchers can 
address the existing research gaps that LLMs have yet to address, particularly in 
prioritizing user concerns. Additionally, there is potential for further research on 
tool implementations focusing on identifying persistent issues through time series 
analysis by considering the app version and date of the app reviews. Moreover, 
there is a need to develop comprehensive frameworks that are more generalizable 
across different apps and categories, with a focus on identifying user concerns re-
lated to specific features. 

Keywords app user reviews, text analysis, LLM, user experience, systematic review  

INTRODUCTION  
Owing to the widespread adoption of smartphones and the increasing dependence on mobile appli-
cations, the mobile app market has seen significant expansion throughout the past decade. Especially 
during and after the COVID-19 pandemic, people established and maintained their daily activities via 
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mobile applications (Chemnad et al., 2022). For example, several new mobile apps have been intro-
duced to the app market, mainly in app categories such as education, social media, lifestyle, shopping, 
and entertainment. This expansion motivates continuous and rapid app enhancement to retain and 
attract users. In this competitive app market, app user reviews are a crucial feedback mechanism that 
provides direct insights into users’ experiences, preferences, expectations, and difficulties while using 
the app.  

App review analysis involves extracting meaningful information from user feedback to identify com-
mon issues, desired features, and overall user satisfaction. This process is essential for prioritizing 
user requirements to make decisions for the next release plan to optimize the user experience (UX). 
App review analysis is carried out in different categories/types, including sentiment analysis, review 
classification, and review prioritization (Sultana & Sarker, 2018; Villarroel et al., 2016). However, 
manual analysis is impractical for millions of reviews. Therefore, it is necessary to employ techniques 
such as machine learning (ML) and natural language processing (NLP).  

Despite ML and NLP, large language models (LLMs) have emerged as powerful tools in recent years, 
and their popularity has grown exponentially. The ability of LLMs for sentiment analysis has been 
emerging as a promising area across various industries, including e-commerce, social media monitor-
ing, healthcare, and finance, to gain insights about customer opinions, brand perception, market 
trends, and public sentiment, enabling data-driven decision-making and enhanced customer experi-
ences (Upadhye, 2024). For example, ChatGPT, a state-of-the-art LLM, has shown its potential to 
conduct advanced aspect-based analysis of hotel reviews to understand the areas lacking customer 
satisfaction (Jeong & Lee, 2024). With their content extraction and prompt generation capabilities, 
LLMs have also shown their capabilities in app testing by helping detect unusual input detection (Z. 
Liu et al., 2024). In addition to these capabilities, LLMs have proven instrumental in analyzing macro 
and micro-level customer behavior trends over time to measure the impact of negative reviews on 
consumer behavior (Z. Wang et al., 2024). The growth of LLMs’ capabilities also expands into aca-
demic research areas, especially in the systematic literature review (SLR) process, which starts by au-
tomating the screening process of SLR (Dennstädt et al., 2024). Then, it expanded into automating 
the initial search, screening, summarization, and analysis phases in the manual SLR (Sami et al., 
2024). These approaches prove the capability of LLMs to evolve the manual analyzing processes into 
a much more efficient and effective automated process. 

The use of LLMs has also brought about notable advancements in the efficiency of app review analy-
sis. With the popularity of LLMs such as Chat-GPT, Gemini, and LLaMA, the capability of automat-
ing review analysis, information extraction, and response generation has been explored in a new as-
pect of this area. These models are designed to capture subtle linguistic nuances, enabling them to 
provide more accurate and comprehensive analyses (Roumeliotis et al., 2024). It has been widely 
spread across various aspects, including improving the app review process and e-commerce plat-
forms (Azov et al., 2024) and hotel services (Jeong & Lee, 2024) by analyzing customer comments, 
which are much more relatable to app reviews. LLMs’ improvements offer enhanced capabilities for 
review classification, sentiment analysis, and feature extraction (Assi et al., 2024; Zhang et al., 2024). 
They can operate in complex scenarios, such as extracting user sentiments and app features with var-
ied levels of contextual understanding (Roumeliotis et al., 2024; Shah et al., 2024). For instance, 
ChatGPT and GPT-4 models have effectively analyzed feedback to identify user preferences and 
complaints (Roumeliotis et al., 2024; Shah et al., 2024). Furthermore, approaches such as LLM-Cure 
utilize LLMs in multiple phases, like categorizing feedback, identifying underperforming features, and 
suggesting improvements by referencing highly rated features from competitors (Assi et al., 2024). 
This proves that LLMs demonstrate the versatile applications of these models in app review analysis, 
allowing stakeholders to pinpoint issues, prioritize user concerns, and align development strategies to 
optimize user experience effectively (Assi et al., 2024; Zhao et al., 2024). 

Despite their benefits, LLMs still have many limitations. Challenges related to data privacy, contex-
tual understanding, and handling ambiguous feedback remain areas of ongoing research (Zhao et al., 
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2024). Additionally, while LLMs perform well in conventional tasks such as sentiment classification 
and fundamental text analysis, they may struggle with more complex tasks that require deep contex-
tual or structured sentiment information (Morbidoni, 2023; Zhang et al., 2024). For instance, com-
plex tasks like quadruple extraction, which require specialized prompt templates and methods to lev-
erage few-shot examples, test the capability boundaries of LLMs (de Lima et al., 2023b). Comparative 
evaluations against state-of-the-art models on public datasets have shown both the potential and limi-
tations of LLMs in handling such complex extractions (Xu et al., 2023). Future advancements in 
LLM training, domain-specific fine-tuning (Roumeliotis et al., 2024), and combining LLMs with re-
trieval-augmented generation (Azov et al., 2024) are expected to address these challenges. Such im-
provements will enhance the ability of app developers and researchers to leverage LLMs for continu-
ous, scalable, and accurate app review analysis and feature enhancement. Continued research refining 
LLMs’ contextual comprehension and domain adaptability will further improve their application in 
app review analysis, ultimately focusing on more user-centered, innovative, and competitive mobile 
app experiences. Despite the advancement, some methods, such as review labelling and topic evalua-
tion, still require manual effort. Even though generative artificial intelligence (AI) is capable of auto-
mating text labelling, it still relies on manually labelled datasets to improve precision and relevance 
(Chou & Cho, 2023; Kozlowski et al., 2024). Therefore, it remains a challenge to conduct a fully au-
tomatic review analysis.  

Review analysis is a well-established yet continuously evolving research field. Researchers in this field 
utilize different and combined techniques to develop frameworks that enhance accuracy and effi-
ciency in review analysis. Consequently, despite the advancements in user review analysis, several 
challenges still exist. Therefore, it is beneficial to identify different challenges and limitations with dif-
ferent techniques and identify methods to overcome them for future research studies. Thus, this sys-
tematic review provides a comprehensive overview of state-of-the-art techniques in app review analy-
sis and challenges for app review analysis in software engineering by examining previous research 
studies published between 2014 and 2024 across six major academic databases. While previous re-
view studies have addressed app review analysis (Dąbrowski et al., 2022; Genc-Nayebi & Abran, 
2017), this study identifies explicitly gaps in prioritization methods for user concerns, examines chal-
lenges in app review analysis, and explores potential strategies to overcome them.  

There are several notable gaps in the existing systematic reviews on app review analysis. A significant 
gap is the lack of focus on prioritization methods for user concerns. While many reviews emphasize 
sentiment analysis and classification (Dąbrowski et al., 2022; Genc-Nayebi & Abran, 2017), they ne-
glect how to align user feedback with development priorities. This limits developers’ guidance on de-
cision-making. Moreover, there is an insufficient exploration of emerging techniques, such as LLMs. 
Additionally, despite the growing need for responsive and agile development, cross-domain applica-
tions and real-time analysis are often neglected. This study seeks to address these gaps by reviewing 
app review prioritization techniques, LLM integration, and cross-domain application review analysis. 
Therefore, the objectives of this systematic review are to categorize types of app review analysis, 
identify various techniques, including emerging LLM-based methods, examine prioritization ap-
proaches, and analyze the challenges and solutions in app review analysis. 

The remainder of this paper is organized as follows. The next section discusses the review process 
and methodology used for the analysis in this study. Then, the results of the findings are presented 
and discussed. The paper concludes with a discussion of future research directions. 

RELATED WORKS  
Over the past decade, user reviews have become more complex due to the increasing diversity of app 
users and their evolving requirements. Mobile app review analysis aims to enhance UX by under-
standing user feedback. However, due to many lengthy, non-informative, erroneous user reviews, it is 
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difficult for users and developers to read every review to understand user concerns related to a par-
ticular app. Even though an app rating system is available to express the overall user opinion, dispari-
ties exist between user ratings and review comments. Consequently, a sentiment rating approach has 
been proposed to provide summarised feedback, providing users with a clearer understanding of the 
application beyond the star rating (Rodrigues et al., 2017; Yu et al., 2017). 

CHALLENGES IN APP REVIEW ANALYSIS 
There are common challenges for app review analysis due to inconsistencies in app user reviews. 
Among them, many existing studies highlight the need for effective preprocessing techniques due to 
the difficulties associated with extracting meaningful information from app reviews. Early works in 
this field typically focused on basic text preprocessing techniques. For instance, tokenization, stop 
word removal, stemming, and lemmatization are the most common initial preprocessing steps in text 
analysis (Genc-Nayebi & Abran, 2017). These methods laid the foundation for app review analysis, 
but they were limited in their ability to handle the complexities of user feedback. For example, to-
kenization and stemming frequently ignore the context in which words are used, potentially resulting 
in the loss of important meaning. Specifically, this affects the reviews that contain domain-specific 
terms (Gao et al., 2022). Additionally, non-informative reviews can be categorized as meaningful and 
meaningless reviews. While meaningless, non-informative reviews are not helpful, meaningful non-
informative reviews can be useful for initial filtering and primary analyses. For example, a review 
such as “Really nice app” is helpful for sentiment analysis to determine a positive or negative opin-
ion, but it lacks details in identifying specific aspects of the app that are appreciated or need improve-
ment. Thus, this is non-informative for extracting meaningful insights. Filtering and extracting only 
meaningful sentences by setting a threshold for review length can overcome the issue of having a 
sheer volume of non-informative reviews in the review analysis. Furthermore, custom stop word re-
moval has been widely used, as certain words are meaningless for identifying prominent topics or 
themes from app user reviews (Arambepola et al., 2024; Gao et al., 2022). Despite this, many studies 
still overlook the importance of handling mixed or neutral sentiment reviews, which often lack clear 
polarity but may contain significant information about app features that need improvement. 

 APPLICATIONS OF APP REVIEW ANALYSIS 
App review analyses have been conducted for various purposes, with some studies explicitly focusing 
on particular app categories, such as health and fitness (Ahn & Park, 2023; Haggag et al., 2022). The 
findings from these analyses are integral at various stages of the software development life cycle, 
from requirement gathering to app maintenance (Al-Subaihin et al., 2021; Dąbrowski et al., 2022, 
2023). Consequently, researchers have conducted app review analysis to identify the supporting soft-
ware engineering activities and investigate user reviews related to specific aspects of apps. For exam-
ple, usability and user experience identification through app reviews is widely adopted (Lim et al., 
2021; W. Nakamura et al., 2022), particularly emphasizing user interface improvements (Q. Chen et 
al., 2021). Moreover, apps that satisfy users in some countries may not meet users’ expectations in 
other countries due to economic disparities and different user expectations (Srisopha et al., 2020). 
Thus, country-specific feature requests are essential for customizing mobile apps based on the prefer-
ences of user demographics. 

Furthermore, app review analysis is crucial for market research for app development, as it allows 
comparing competitive mobile apps in app stores (Li et al., 2017). In there, feature-oriented senti-
ment analysis is vital for understanding which features contribute positively and negatively to user 
experience (Luiz et al., 2018). This informative classification also supports decision-making for up-
coming app release updates and patches. Different tools and frameworks have been proposed to as-
sist in analyzing app reviews. For instance, AR-Miner is a tool that is used to gather feedback from 
users (N. Chen et al., 2014), SUR miner permits sentiment analysis together with topic modelling (Di 
Sorbo et al., 2016), while MApp-IDEA is an involved review analytics and data visualization platform 
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(Gao et al., 2018). These advancements show significant progress in app review analysis. However, 
handling many heterogeneous reviews characterized by context-richness still needs to be solved. 

STATE-OF-THE-ART TECHNIQUES IN APP REVIEW ANALYSIS 
Recent studies underscore the significance of large language models (LLMs) in user review analysis 
across various domains. Automated feature-level sentiment analysis in app reviews has proven essen-
tial, with state-of-the-art LLMs, such as GPT-4, surpassing rule-based methods in extracting feature-
specific sentiments and generating valuable insights from minimal labeled data (Shah et al., 2024). 
Similarly, LLMs play a crucial role in e-commerce by enhancing customer sentiment analysis through 
comparisons of fine-tuned and pre-trained models, contributing to a deeper understanding of user 
satisfaction and improving customer experience(Roumeliotis et al., 2024). These findings affirm the 
potential of LLMs in automated review analysis, extending their utility beyond conventional senti-
ment classification. 

Recent research has focused on LLMs for more advanced and automated app review analyses. The 
emergence of LLM-based tools, such as LLM-Cure, has improved more targeted and effective fea-
ture enhancement suggestions by identifying underperforming app features and comparing them with 
highly rated features from competing applications (Assi et al., 2024). This tool emphasizes the poten-
tial of LLMs in augmenting app review analysis, automating feature extraction, and generating in-
formed recommendations for product enhancement. Another significant contribution is the applica-
tion of LLMs for structured user review analysis, which employs retrieval-augmented generation 
(RAG) for more accurate data processing (Azov et al., 2024). New systems like SCRABLE have been 
designed to self-optimize their prompts and assess response quality using an LLM-based judging 
mechanism. The efficacy of such systems is evidenced by their ability to produce high-quality re-
sponses that exceed baseline results by substantial margins. This reinforces the importance of com-
bining advanced LLM capabilities with adaptive and context-aware mechanisms to enhance the accu-
racy and efficiency of app review analysis (Azov et al., 2024). Moreover, integrating LLMs into the 
app review analysis process supports a more holistic understanding of user feedback. Unlike tradi-
tional methods that rely on primary sentiment classification, LLMs facilitate aspect-based sentiment 
analysis. They can process complex quadruple extractions using specialized prompt templates for as-
pect, category, opinion, and sentiment extraction to identify opinions related to specific app features 
(Xu et al., 2023). Recent research has also introduced a dynamic prompt generation technique to ex-
tract specific application characteristics from user reviews and classify risks by severity, from negligi-
ble to critical. This approach enables the automatic construction of a standardized risk matrix, with 
evidence showing that the Open Pre-trained Transformers (OPT) model competes well with proprie-
tary models like GPT-3.5 (de Lima et al., 2023b). 

Adopting LLMs has transformed app review analysis, shifting it from conventional sentiment classifi-
cation to more sophisticated, context-rich evaluations that can inform actionable strategies. The fu-
ture of this field will likely see further integration of LLMs with user-contributed documents and 
real-time data processing to create dynamic, continuously learning systems that better cater to user 
and developer needs. This evolution aligns with the broader trend of AI-driven decision-making in 
software development. This has the potential to position LLMs as crucial tools in extracting, inter-
preting, and acting on user feedback to drive competitive advantage and user satisfaction. 

ETHICAL CONSIDERATIONS AND LIMITATIONS 
While LLMs offer significant potential for app review analysis, their deployment raises several ethical 
and practical concerns. A major limitation is the representativeness of the datasets used to train these 
models, which may not fully capture the diversity of user experiences, thereby affecting their generali-
zability across different application domains (Roumeliotis et al., 2024). Additionally, privacy and data 
security concerns remain paramount, as the automated processing of user reviews involves handling 
sensitive information. Addressing these challenges necessitates the implementation of robust ethical 
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frameworks and regulatory guidelines to ensure transparency and accountability in LLM-based analy-
sis (Zhao et al., 2024). 

Moreover, the responsible use of sentiment analysis systems requires careful consideration of poten-
tial biases, societal impacts, and unintended consequences. Ethical guidelines and stakeholder engage-
ment mechanisms are essential to mitigate risks associated with automated decision-making and en-
sure the fair and responsible deployment of AI-driven review analysis tools (Upadhye, 2024). Fur-
thermore, the evolving nature of LLM ecosystems calls for continuous dialogue between developers, 
policymakers, and researchers to establish best practices for responsible AI development, particularly 
in relation to security, privacy, and user trust (Zhao et al., 2024). By incorporating these ethical con-
siderations, future research can contribute to developing more transparent, accountable, and socially 
responsible LLM-based review analysis systems. 

RECENT RESEARCH TRENDS AND GAPS 
Despite advancements in app review analysis, several critical gaps remain unaddressed. One signifi-
cant limitation is the lack of emphasis on prioritization strategies for user concerns. Existing studies 
primarily focus on sentiment analysis and classification (Dąbrowski et al., 2022; Genc-Nayebi & 
Abran, 2017) yet fail to establish methodologies for aligning user feedback with development priori-
ties. This shortcoming restricts developers’ ability to make informed decisions based on user needs. 
Additionally, there is limited exploration of emerging approaches, particularly the integration of 
LLMs, in refining app review analysis (Noei & Lyons, 2019). Furthermore, despite the growing de-
mand for agile and responsive development practices, cross-domain applications and real-time analyt-
ics remain underexplored. Addressing these gaps is essential for enhancing the effectiveness of app 
review analysis. This study seeks to bridge these deficiencies by investigating prioritization frame-
works, LLM-driven review synthesis, and methodologies for analyzing cross-domain app reviews in 
real time. 

METHODOLOGY  
A systematic review collects and synthesizes findings to address specific questions within a given field 
or subject. Several standard guidelines for performing systematic literature reviews vary depending on 
the area or domains involved. For instance, commonly used guidelines include Kitchenham’s guide-
lines (Kitchenham & Charters, 2007) and the Preferred Reporting Items for Systematic Reviews and 
Meta-Analyses (PRISMA) (Page et al., 2021). Although PRISMA primarily applies to healthcare, so-
cial science, and educational research, it is also popular in computer science research (Boaye Belle & 
Zhao, 2022). In contrast, Kitchenham’s guidelines provide comprehensive instructions for systematic 
literature reviews in Software Engineering. Therefore, this study adopts a combined approach, utiliz-
ing both guidelines for this systematic literature review. 

The study was conducted in three stages: planning, conducting, and reporting the review. The most 
crucial stage, planning, involved formulating the research questions and developing and evaluating 
the review protocol. The review protocol consists of the following components: search strategy (key-
words and databases), study inclusion and exclusion criteria, and data extraction approach (summa-
rizing and analyzing data). The review protocol was assessed using a set of pre-selected studies perti-
nent to the research area. Subsequently, the review was conducted according to the finalized review 
protocol. The main stages are discussed in the following sections. 

FORMULATING RESEARCH QUESTIONS  
Formulating the research question is a critical stage in a systematic review as it sets the direction for 
the study. Therefore, it is essential to establish clear and concise research questions that align with the 
overall research objective. Thus, the formulated research questions are as follows: 

RQ1: What are the main categories of app review analysis in Software Engineering?  
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RQ2: Which techniques are employed to perform app review analyses?  

RQ3: What are the techniques used for prioritization of user concerns?  

RQ4: What challenges are encountered in app review analysis? 

RQ5: How have LLMs evolved for the app review analysis process? 

A systematic literature review followed the developed review protocol to address these research ques-
tions. 

LITERATURE SEARCH AND SELECTION 
The PRISMA method was followed to select literature for the review, with publications from 2014 to 
2024 being considered. Initially, papers were identified through keyword-based searches on six major 
online databases: Scopus, Web of Science, IEEE Xplore, ACM Digital Library, Science Direct, and 
Springer. The key terms used for the search were ‘app review analysis,’ ‘app review mining,’ ‘analyz-
ing app reviews,’ and ‘mining app reviews.’ As shown in Figure 1, a total of 221 research papers were 
identified from the initial search. According to the diagram, after removing 56 duplicate research arti-
cles, 165 articles were screened according to the inclusion and exclusion criteria stated in Table 1. As 
the research scope was narrowed, most of the identified research articles were excluded due to their 
lack of relevance to the study. For instance, 116 publications were excluded based on the inclusion 
and exclusion criteria. 

 

 
Figure 1. PRISMA diagram of study selection 
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Consequently, backward and forward snowballing was performed, starting with the 12 most relevant 
research papers, which led to the identification of 19 further relevant studies for the literature review. 
The articles for the literature review were then finalized, with additional exclusions based on quality 
assessment criteria. The quality of the primary studies was evaluated using the checklist shown in Ta-
ble 2. Among the questions in the quality checklist, only papers that adhered to at least four ques-
tions were considered for the review. Ultimately, a total of 53 papers were considered for the review.  

Table 1. Study selection criteria (inclusion and exclusion criteria) 

Number Inclusion criteria 
1 Studies published as conference papers, journal articles, or book chapters as full 

papers. 
2 Studies related to app review analysis that support software engineering activities, 

either directly or indirectly. 

Number Exclusion criteria 
1 Papers not written in English. 
2 Studies not published as full papers. 
3 Studies not related to the specified research questions. 

 

Table 2. Quality checklist (Kitchenham & Charters, 2007) 

Number Question 
1 Are the objectives clearly defined? 
2 How clear and transparent is the method of evaluative assessment? 

Number Exclusion criteria 
3 How effectively was data gathering conducted? 
4 How clearly has the approach to and description of analysis been presented? 
5 How clear are the links between data, interpretation, and conclusions? 
6 How adequately has the research process been documented? 

DATA EXTRACTION AND SYNTHESIS 
The data extraction approach was established during the review protocol development stage. The 
majority of the selected research papers have used a mix of qualitative and quantitative methods. 
Data from the selected papers was extracted using an electronic spreadsheet across ten specified 
fields, focusing on addressing the formulated research questions. The extracted data was organized in 
the spreadsheet for easy identification, aggregation, and comparison (Dąbrowski et al., 2022). Some 
of these fields pertain to the characteristics of the publications. All ten fields are as follows: 

• Title 
• Author(s) 
• Year of publication  
• Type of publication: Journal, conference, or book chapter  
• Analysis type/objective: Review classification, summarizing, prioritization, information ex-

traction, information retrieval, visualization  
• Data and data sources: App store(s), number of app categories, number of reviews  
• Analysis techniques  
• Research outcome/result: Tool or framework developed  
• Evaluation: procedure, metrics, and criteria, result  
• Limitations and challenges of the study 
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After organizing the data in the spreadsheet, classification and clustering methods were utilized to 
identify various review analysis types/categories and techniques. Additionally, previous literature re-
lated to prioritizing user concerns from app reviews was separately examined to identify specific 
techniques used, challenges, and limitations to address one of the objectives of this review. Finally, 
LLM-based research studies were critically analyzed to answer and address the last research question. 

RESULTS  

Findings and their significance for each research question are presented in this section. Despite the 
extensive research in opinion mining and review analysis, this study focuses explicitly on app review 
analysis conducted using automated and/or semi-automated techniques over the past decade, exclud-
ing manual approaches. The selection criteria were designed to identify papers most relevant to tech-
niques for prioritizing user concerns, resulting in the inclusion of 53 articles for review. Publications 
from 2014 to May 2024 were considered, and the distribution of studies per year is illustrated in Fig-
ure 2.  

 
Figure 2. Number of publications per year 

RQ1: CATEGORIES OF APP REVIEW ANALYSIS  
App review analysis has been conducted with various objectives and purposes. In this review, we 
have identified eight distinct categories of app review analysis, as illustrated in Figure 3. It is im-
portant to note that it is rarely seen for a study to employ only a single category of analysis. Further-
more, researchers have proposed and evaluated various tools and frameworks to automate app re-
view analysis. Table 3 summarizes the tools that have been proposed by previous researchers to auto-
mate app review analysis, and the number of app reviews used to evaluate the tool.  

 

0

2

4

6

8

10

12

14

16

2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024

N
um

be
r o

f P
ub

lic
at

io
ns

Year



Arambepola, Munasinghe, & Wimalasena 

11 

 
Figure 3. Review analysis categories and their occurrences in the studied literature 

Table 3. Tools and frameworks for app review analysis 
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AR-Miner Information extraction, 
clustering, prioritization 
& visualization 

Play Store, 4 apps - 2014 (N. Chen et 
al., 2014) 

MERIT Summarizing & visuali-
zation  

Play Store (4 apps from 
4 categories), App 
Store (2 apps from 2 
categories) 

164,026 2015 (Gao et al., 
2022) 

PAID Information extraction, 
clustering, prioritization 
& visualization 

Play Store (35 apps 
from 10 categories) 

2,089,737 2015 (Gao et al., 
2015) 

MARK Information extraction, 
classification & visuali-
zation 

Play Store & App 
Store, 95 apps 

- 2015 (Phong  et al., 
2015) 

SURF Summarizing  17 apps - 2016 (Di Sorbo et 
al., 2016) 

URR Classification & infor-
mation retrieval 

39 apps - 2017 (Ciurumelea 
et al., 2017) 

 IDEA Information extraction, 
prioritization & visuali-
zation 

Play Store (60 apps 
from 20 categories) 
(from the literature) 

164,026 2018 (Gao et al., 
2018) 

MApp 
IDEA 

Information extraction, 
prioritization & visuali-
zation 

Play Store (60 apps 
from 20 categories) 

5 million 2023 (de Lima et 
al., 2023a) 
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RQ3: TECHNIQUES USED FOR PRIORITIZING USER CONCERNS 
This section addresses RQ3 (What techniques are used for prioritizing user concerns?). The primary 
objective and significant focus of this literature review is to identify techniques employed to prioritize 
user concerns. Two main types of prioritizations are identified: review prioritization and user require-
ment prioritization (Malgaonkar et al., 2022). Table 4 summarizes the prioritization techniques used 
by previous researchers. 

Table 4. Summary of techniques used for prioritizing user concerns in app reviews 

Category Techniques Purpose References 
Review 
Prioritization 

Grouping-Based Ranking Categorizing reviews into 
priority levels 

(Gao et al., 
2015)  

Regression Techniques 
(Time Series, Average 
Ratings) 

Predicting review 
importance over time 

(N. Chen et al., 
2014) 

 
TOUR (Topic & 
Sentiment Analysis of User 
Reviews) 

Dynamically prioritizing 
emerging issues based on 
app versions 

(T. Yang et al., 
2021) 

User 
Requirement 
Prioritization 

Anomaly Detection Identifying unusual trends 
in reviews 

(Gao et al., 
2022) 

 
Risk Matrices (Clustering 
& Graph Theory) 

Ranking concerns based on 
severity 

(de Lima et al., 
2023a) 

 Thumbs-Up Count-Based 
Approach 

Prioritizing reviews based 
on user upvotes 

(Arambepola et 
al., 2024) 

LLM-Based 
Approaches 

OPT Model for Risk 
Matrices 

Automating risk severity 
classification of user con-
cerns 

(de Lima et al., 
2023b) 

Tool 
Frame-
work 

Purpose 

Considered app 
stores/app categories 
and number of apps 

for evaluation 

Number of 
reviews Year Reference 

TOUR Information extraction, 
summarization, & pri-
oritization 

   (T. Yang et 
al., 2021) 

UX MAP-
PER 

Summarizing Play Store & App Store - 2024 (W. T. Naka-
mura et al., 
2024) 

LLM-Cure Classification, prioriti-
zation, information ex-
traction, & information 
retrieval 

70 popular Android 
apps. 

1,056,739 2024 (Assi et al., 
2024) 

SCRABLE Information extraction, 
& information retrieval 

9 real-world customers 49 2024 (Azov et al., 
2024) 

LLM-based 
Risk Matrix 

Information extraction, 
classification, & priori-
tization 

8 Popular apps (eBay, 
Evernote, Facebook, 
Netflix, Photo editor, 
Spotify, Twitter, 
Whatsapp )  

363843 2023 (de Lima et 
al., 2023b) 
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RQ4: CHALLENGES IN APP REVIEW ANALYSIS 
The summary of the critical challenges and common strategies used to mitigate them is shown in Ta-
ble 5. 

Table 5. Challenges in app review analysis 

Challenge Strategies to overcome 
Manual labelling Multiple researchers are often involved in labeling, and statistical tests such 

as Cohen’s Kappa are employed to assess inter-rater agreement and reduce 
bias (W. Nakamura et al., 2022). 

Extracting meaningful 
informative reviews 

Get the feedback from external professional app developers (Di Sorbo et 
al., 2016; Malgaonkar et al., 2022). 

Evaluating the proposed 
approach and validating 
the results 

 Use official app change logs (Gao et al., 2022; C. Yang et al., 2021) and 
app descriptions (Y. Liu et al., 2018). 

Generalizing the 
proposed framework 

Validate with diverse app categories from different app stores. 

Topic interpretation Phase extraction over keyword extraction (Gao et al., 2015, 2022), mapping 
with the existing UX factors (Arambepola et al., 2024). 

LLM context 
limitations 
 

The batch-and-match method. This approach incrementally extracts the 
top k features from a large corpus of user reviews, ensuring efficient 
processing despite LLM context constraints (Assi et al., 2024). 

 

Cost and availability of 
human evaluations 

An automated system that can simulate human judgment in evaluating cus-
tomer feedback, enabling real-time review assessments and fostering con-
tinuous service improvements (Azov et al., 2024). 

Diverse descriptions and 
a large review volume 
for risk assessment 

Use of automatic machine learning-based methods for extracting risks from 
reviews and classifying their priority (de Lima et al., 2023b).  

DISCUSSION 

The results presented in the previous section provide valuable insights into the mobile app user re-
view analysis. This section presents the findings in the context of existing literature, highlighting their 
broader implications.       

RQ1: CATEGORIES OF APP REVIEW ANALYSIS  
This section addresses RQ1 (What are the main categories of app review analysis in Software Engi-
neering?). App review analysis has been conducted with various objectives and purposes. In this re-
view, we have identified eight distinct categories of app review analysis, as illustrated in Figure 3. 
Most review analyses incorporate multiple categories to achieve their objectives (N. Chen et al., 2014; 
Gao et al., 2015; Phong et al., 2015). For example, AR-Miner is a computational framework consist-
ing of components for extracting informative user reviews, clustering, prioritizing them using a re-
view ranking schema, and visualization (N. Chen et al., 2014). Based on the prevalence in the selected 
literature, sentiment analysis is the most frequently used category, while review classification, infor-
mation extraction, and information extraction are also widely employed in numerous studies. Fur-
thermore, researchers have proposed and evaluated various tools and frameworks to automate app 
review analysis (Table 3). These tools support the different categories mentioned above to achieve 
their primary objectives. Reviews extracted from multiple apps across various app stores have been 
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utilized to validate the applicability, generalizability, and effectiveness of the proposed tools and 
frameworks. 

Among the notable advancements in app review analysis, tools that involve LLM techniques such as 
LLM-Cure and SCRABLE (Assi et al., 2024; Azov et al., 2024) are crucial. LLM-Cure excels in accu-
rately assigning features to user reviews and offers developers targeted suggestions for improving app 
features based on specific complaints by considering the positive reviews in competitive apps. SCRA-
BLE focuses on customer review response generation by taking insights from real-world customers 
to craft meaningful and contextually relevant responses (Azov et al., 2024). These tools show the 
power of integrating LLMs in app review analysis. It enhances the overall quality of feedback inter-
pretation and response generation by exploring the capabilities of LLMs, focusing on information 
retrieval and extraction at a more advanced level.  

RQ2: TECHNIQUES USED IN APP REVIEW ANALYSIS 
Answering RQ2 (Which techniques are employed for app review analyses?), even though manual 
analysis has been used in various domains, it is not feasible to carry out large-scale app review analy-
sis due to its time-consuming nature, potential for bias, and human error. Consequently, this study 
excludes research papers that rely solely on manual analysis. Machine Learning (ML) and Natural 
Language Processing (NLP) have been the most widely used techniques for automating app review 
analysis. Additionally, various statistical methods are used to summarize and validate the proposed 
tools and approaches for app review analysis. Moreover, statistical techniques are also utilized for 
sampling selection and visualizing results through box plots and charts (W. Nakamura et al., 2022; 
Noei & Lyons, 2019). 

ML techniques were primarily employed for the classification and clustering of app reviews. For in-
stance, supervised ML techniques such as Naive Bayes, Support Vector Machine, and Random For-
est are commonly used for binary and multiclass classification of reviews into categories such as ‘bug 
reports,’ ‘end-user requests,’ ‘user experience,’ and ‘ratings’ (Maalej et al., 2016; L. Wang et al., 2020). 
However, these techniques require labelled data as ground truth, which poses a limitation. Since user 
reviews are textual data, most studies utilize unsupervised ML techniques (de Lima et al., 2023a; Mal-
gaonkar et al., 2022) or NLP techniques for review analysis. For example, various NLP techniques 
are applied for information extraction, summarization, and sentiment analysis. Among the NLP 
methods, topic modelling is extensively used, with Latent Dirichlet Allocation (LDA) being the most 
prevalent technique, and some studies adopting modified LDA approaches (Gao et al., 2018). Simi-
larly, sentiment analysis has been implemented with various modifications (W. Nakamura et al., 
2022). In addition, word embedding was utilized to identify synonyms for topic keywords in review 
summarizing and prioritization (Arambepola et al., 2024; Samy et al., 2021). Moreover, most research 
integrates multiple techniques to achieve its objectives in app review analysis. For example, sentiment 
analysis and LDA are commonly combined (Araujo et al., 2022).  

Recent advancements have notably utilized LLMs such as Chat-GPT, Gemini, and LLaMA to en-
hance app review analysis (Gunathilaka & De Silva, 2022). These models have improved review clas-
sification, sentiment analysis, and feature extraction (Gunathilaka & De Silva, 2022; Roumeliotis et 
al., 2024). Additionally, these models can be further optimized by incorporating hyperparameters 
such as sequence length (maximum length of input tokens processed at once), temperature, and mar-
gin values (Assi et al., 2024). Also, recent developments in app review analysis leverage LLMs and 
RAG techniques to enhance the feature extraction process. One approach focuses on competitive 
user review analysis for feature enhancement, utilizing advanced LLMs, specifically the OPT model 
(de Lima et al., 2023b). This model’s capabilities allow for a deeper understanding of user feedback 
by analyzing the nuances in user reviews, leading to more targeted feature improvements for applica-
tions. The integration of RAG techniques with LLMs enables researchers and developers to extract 
relevant features and generate insightful recommendations for enhancing app functionalities (Azov et 
al., 2024).  



Arambepola, Munasinghe, & Wimalasena 

15 

RQ3: TECHNIQUES USED FOR PRIORITIZING USER CONCERNS 
This section addresses RQ3 (What techniques are used for prioritizing user concerns?). The primary 
objective and significant focus of this literature review is to identify techniques employed to prioritize 
user concerns. Two main types of prioritizations are identified: review prioritization and user require-
ment prioritization (Malgaonkar et al., 2022). Reviews are prioritized based on predefined criteria or 
metrics in review prioritization. In contrast, user requirement prioritization gives a list of prioritized 
user concerns and feedback by covering the overall user review dataset. Therefore, prioritizing the 
user requirement is worth identifying the features that need further improvements. Prioritization 
serves various objectives, including identifying emerging issues, optimizing release planning, and fa-
cilitating prompt feedback by minimizing the time between issue identification and resolution (de 
Lima et al., 2023b; Gao et al., 2015, 2018, 2022; Malgaonkar et al., 2022). Therefore, user requirement 
prioritization is particularly critical for enhancing the release planning of future app versions. Widely 
used prioritization techniques include anomaly detection methods (Gao et al., 2022), risk matrices 
combining clustering and graph theory approaches (de Lima et al., 2023a), thumbs-up count-based 
approach (Arambepola et al., 2024), grouping-based ranking methods (Gao et al., 2015), and regres-
sion techniques involving time series matrices and average ratings (N. Chen et al., 2014). Addition-
ally, TOpic and sentiment analysis of User Reviews (TOUR) is a tool capable of dynamically identify-
ing and prioritizing emerging issues based on the app version. The prioritization is based on the 
probability distribution of the reviews under the topic (C. Yang et al., 2021). 

Recent advancements in user requirement prioritization have evolved by integrating LLMs, such as 
the OPT model, to automate risk matrix construction. Traditionally, constructing a risk matrix was 
manual and time-consuming, requiring stakeholders to sift through large volumes of reviews with 
varied descriptions. LLMs, specifically the OPT model, have automated this process by extracting 
relevant features and bugs from app reviews, classifying them by risk severity, and generating dy-
namic, customized risk matrices (de Lima et al., 2023b). 

RQ4: CHALLENGES IN APP REVIEW ANALYSIS 
Addressing RQ4 (What challenges are encountered in app review analysis?), data preparation (re-
view/data preprocessing), framework/tool evaluation, and validation are the key stages where chal-
lenges arise. The summary of the critical challenges and common strategies used to mitigate them is 
shown in Table 5. For instance, manual labelling is inherently challenging due to biases and time con-
straints. Additionally, authors who are not professional app developers in academic settings may need 
help accurately categorizing reviews as informative or non-informative or assigning them to specific 
categories. This potential discrepancy can impact research findings. To address this, researchers often 
use multiple professional app developers as external validators to ensure the accuracy of categoriza-
tion (Di Sorbo et al., 2016; Malgaonkar et al., 2022). 

Furthermore, using official app changelogs as ground truth data is an effective strategy (Gao et al., 
2022; T. Yang et al., 2021). App descriptions are also used as an evaluation approach in app review 
summarization (Y. Liu et al., 2018). Given the diversity of mobile apps available, generalizing app re-
view analysis approaches across different applications can be particularly challenging. Researchers ad-
dress this by leveraging data from multiple app stores and diverse app categories to validate their ap-
proaches (Al-Subaihin et al., 2021; Mcilroy et al., 2017). Moreover, after identifying topics by analyz-
ing app reviews using methods like LDA, topic interpretation is challenging and requires manual ef-
fort (Arambepola et al., 2024). System Usability Scale (SUS) is also an established method for evaluat-
ing newly proposed frameworks or tools’ usability, reliability, and efficiency (Hirave et al., 2019). 
There, the tool’s usability is assessed through a test of the tool followed by a set of SUS questions on 
a five-point Likert scale of ‘Strong Agreement’ to ‘Strong Disagreement’.  

Additionally, several emerging challenges have surfaced in app review analysis. One significant chal-
lenge is the limitations of LLMs in processing extensive contexts, which can hinder scalability. The 
batch-and-match method has been introduced to address this challenge, allowing for the incremental 
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extraction of the top k features from a large corpus of user reviews, ensuring efficient processing de-
spite LLM context constraints (Assi et al., 2024). Furthermore, the cost and availability of human 
evaluations can pose obstacles due to their limited availability and expense. To mitigate this, an auto-
mated system called LLM-as-a-Judge has been proposed, which simulates human judgment in evalu-
ating customer feedback, enabling real-time review assessments and fostering continuous service im-
provements (Azov et al., 2024). Lastly, the diverse descriptions and large volume of reviews compli-
cate risk assessment, necessitating the use of automatic machine learning-based methods to extract 
risks from reviews and classify their priority. These methods can effectively address the challenges 
posed by varied descriptions and substantial review volumes, enhancing the overall reliability of app 
review analysis (de Lima et al., 2023b). 

RQ5: UTILIZING LLMS IN APP REVIEW ANALYSIS 
This section addresses RQ5 (How LLMs have evolved for the app review analysis process?). LLMs 
have evolved significantly in the app review analysis process, enhancing various app review categories 
such as classification, sentiment analysis, information extraction, and information retrieval.  

Initially, LLMs were used primarily for review classification and sentiment analysis, enabling auto-
mated systems to categorize feedback based on user sentiment and identify key concerns regarding 
key features (Morbidoni, 2023; Roumeliotis et al., 2024; Shah et al., 2024). State-of-the-art LLMs like 
GPT-4 and ChatGPT have demonstrated their ability to analyse app reviews regarding these classifi-
cation and sentiment analysis processes (Roumeliotis et al., 2024; Shah et al., 2024). Over time, these 
LLMs have become more sophisticated with tools like LLMs-Cure, offering enhanced capabilities for 
analyzing feedback to identify underperforming features and suggest improvements based on user 
preferences (Assi et al., 2024), by showing the improvement in not only review classification and sen-
timent analysis but also information extraction and retrieval.  

Recent advancements have utilized LLMs, specifically the OPT model, to automatically construct risk 
matrices from app reviews by extracting features and bugs mentioned in the reviews. This approach 
incorporates dynamic, automatic prompt generation to extract specific application characteristics, and 
it evaluates prompts that classify risks by severity, from negligible to critical. This facilitates standard-
ized, automated risk assessment and matrix construction. Experimental results indicate that OPT 
competes well with proprietary models like GPT-3.5 in risk matrix generation, providing a significant 
step forward in software product maintenance and evolution (de Lima et al., 2023b). Further research 
has developed specialized prompt templates to enable ChatGPT’s effectiveness in complex tasks, 
such as quadruple extraction, by employing a selection method on few-shot examples to fully lever-
age its in-context learning ability. Comparative evaluations against state-of-the-art models on public 
datasets reveal the capability boundaries of ChatGPT in such complex extraction tasks (Xu et al., 
2023). 

Challenges persist in tasks requiring complex information extraction, such as quadruple extraction 
(Xu et al., 2023). However, advancements like specialized prompt templates and few-shot learning 
are pushing the boundaries of LLM capabilities by improving prioritization, classifications, and infor-
mation extraction in much more complex scenarios rather than identifying key features and senti-
ments (de Lima et al., 2023b). Overall, LLMs have become invaluable tools in app review analysis. 
With ongoing research, their ability to understand and process feedback will continue to improve, 
driving future user-centred and competitive app development. In the future, LLMs can play a trans-
formative role by enabling more comprehensive, context-aware analysis through deep semantic un-
derstanding and automated extraction of app features. These advanced models, such as LLM-Cure, 
can enhance precision in feature-specific sentiment analysis and provide actionable insights that sur-
pass traditional methods in areas such as information retrieval. Integrating LLMs into app review 
analysis also opens new opportunities for adaptive prompt engineering and RAG, which would facili-
tate real-time updates and targeted feature optimization with more user-centric application develop-
ment.  
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The findings of this study extend beyond mobile app review analysis to broader domains such as cus-
tomer feedback management, requirement engineering, UX research, and risk assessment. Auto-
mated techniques like sentiment analysis, topic modeling, and LLM-driven tools can be applied to 
various tasks. For example, help businesses to analyze user feedback in e-commerce (N. Chen et al., 
2014; Guzman & Maalej, 2014), enhance software development by identifying key requirements 
(Maalej et al., 2016; L. Wang et al., 2020), and improve UX in chatbots and smart devices (Gunathil-
aka & De Silva, 2022). Additionally, prioritization frameworks used in app reviews can support risk 
assessment in FinTech and healthcare, ensuring compliance and service improvements (de Lima et 
al., 2023a; T. Yang et al., 2021). Future research can explore multi-modal data sources like voice and 
video reviews to enhance automated feedback analysis. Our findings align with prior studies high-
lighting sentiment analysis, topic modeling, and machine learning as dominant techniques in app re-
view analysis. However, unlike earlier research, we emphasize the increasing role of LLMs in auto-
mating feature extraction, sentiment classification, and prioritization, particularly with models like 
OPT and ChatGPT. Additionally, while prior studies relied heavily on predefined heuristics and sta-
tistical techniques, our review highlights emerging approaches integrating LLMs and RAG techniques 
for dynamic, real-time prioritization. Furthermore, we identify challenges specific to LLM-based anal-
ysis, such as context limitations and evaluation constraints, which were less explored in previous liter-
ature. 

While this systematic review covers a broad and concise range of techniques, several limitations exist. 
First, the review is limited to studies published within the last decade (2014–2024). While this time 
frame captures recent advancements in the field, it may not fully account for longer-term trends or 
foundational research that preceded this period. Second, the inclusion of only English-language pub-
lications may result in the exclusion of important studies published in other languages, limiting the 
diversity of techniques considered. Additionally, while grey literature was consulted to inform the sta-
tistical and contextual analysis, it was not included in the review due to concerns regarding the uncer-
tainty and validity of such sources. However, this may limit the incorporation of the most recent de-
velopments or cutting-edge techniques that have not yet been formally published in peer-reviewed 
journals in this highly dynamic research field. Future research could refine LLM processing under re-
source constraints. One potential approach is the batch-and-match method, which incrementally ex-
tracts the top k features from extensive user reviews, optimizing processing within LLM context lim-
its (Assi et al., 2024). Also, addressing ethical concerns in automated decision-making is crucial. Fu-
ture studies should explore human-judgment-simulating systems for real-time customer feedback 
analysis, ensuring fairness and transparency (Azov et al., 2024). Moreover, automated machine learn-
ing methods for extracting and prioritizing risks from reviews can improve service quality while miti-
gating classification biases. Aligning these techniques with regulatory and ethical standards is essential 
for responsible AI deployment (de Lima et al., 2023b). 

CONCLUSION 

This systematic review emphasizes the importance of app review analysis in Software Engineering, 
particularly for enhancing mobile app user experiences. The review examined studies published be-
tween 2014 and 2024 to identify critical categories, techniques, challenges, and strategies to overcome 
these challenges in app review analysis, including in novel LLM-based approaches. The results found 
that sentiment analysis, review classification, and information extraction are significant categories, 
with ML and NLP being the most commonly used techniques in app review analysis. Prioritizing user 
concerns is a crucial aspect of app review analysis. It has been achieved through anomaly detection, 
risk matrices, thumbs-up count-based approaches, and regression techniques. These methods help to 
optimize the release plan by identifying emerging issues from the user reviews. Difficulties in data 
preparation, biases in manual labelling for supervised machine learning, interpreting topics or themes 
identified from app reviews, and generalizing findings across diverse apps are the main challenges in 
review analysis. Moreover, LLM-based approaches, including ChatGPT and OPT, are emerging as 
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valuable tools for extracting meaningful insights from user reviews. In conclusion, systematic app re-
view analysis is vital for improving app quality and user satisfaction by providing an optimized UX. 
In the future, app review analysis can be extended in multiple directions, such as incorporating large 
language models for enhanced sentiment analysis and topic modelling, conducting longitudinal stud-
ies to track and address persistent issues over time, and focusing on identifying ongoing user con-
cerns to provide actionable insights for continuous app improvement. 
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