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ABSTRACT  
Aim/Purpose Previous studies have primarily focused on comparing predictive models with-

out considering the impact of data preprocessing on model performance. 
Therefore, this study sets two main objectives. The first objective is to investi-
gate the effect of resampling methods for handling imbalanced data on model 
effectiveness. The second objective is to compare and evaluate machine learn-
ing methods to identify the optimal model for each resampling technique, 
thereby determining the model that achieves the highest performance. 

Background In the highly competitive banking industry, attrition of customers is a major 
challenge for banks trying to improve customer retention. While many studies 
have focused on building and evaluating models to predict customer churn, they 
often miss addressing the problem of imbalanced data, which can significantly 
affect the model’s accuracy. 
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Methodology In this study, following exploratory data analysis (EDA), we apply various tech-
niques to address data imbalance and use a range of machine learning models, 
including Naïve Bayes, Logistic Regression, Support Vector Machine, Decision 
Tree, Random Forest, Gradient Boosting, XGBoost, and LightGBM, to predict 
customer churn using the dataset. 

Contribution The contribution of this research lies in its comprehensive evaluation and com-
parison of various techniques for handling imbalanced data in churn prediction 
models. The study identifies SMOTE-ENN as the most effective method for 
resampling imbalanced data. Among the models tested, LightGBM (accuracy = 
0.979) achieves the highest performance based on evaluation metrics. Addition-
ally, the research highlights that tree-based machine learning models generally 
perform better when trained on imbalanced datasets. 

Findings Tree-based and ensemble models perform better than regression and probabil-
ity-based methods when dealing with imbalanced data. SMOTE-ENN has been 
shown to improve the performance of machine learning models greatly. 

Recommendations  
for Practitioners 

Practitioners can deploy high-performance models, such as XGBoost and 
LightGBM, combined with effective resampling methods like SMOTE-ENN to 
predict customer churn in banking, marketing, and human resources. 

Recommendations  
for Researchers  

To optimize the predictive model in the study, researchers can focus on feature 
selection, dimensionality reduction, or hyperparameter tuning. 

Impact on Society Customer churn reduces revenue and threatens competitive advantage, so busi-
nesses need effective retention strategies to maintain sustainable growth. High-
performance customer churn prediction models can be an effective solution to 
address this issue. 

Future Research Deploy the model on real-world datasets while further optimizing the feature 
selection process and hyperparameter tuning, combined with SHAP values anal-
ysis to identify key features that significantly influence the model’s predictions. 

Keywords churn prediction, machine learning, imbalanced data, classification models, 
oversampling, undersampling, hybrid method, banking industry 

INTRODUCTION  
Customer churn, also known as customer attrition, is a critical issue in the banking sector, especially 
in the context of Vietnam’s rapidly growing credit card market, driven by digital transformation and 
the trend of cashless payments. Churn occurs when customers stop using services or switch to other 
providers, usually due to dissatisfaction with service quality or being attracted by better offers from 
competitors. 

According to Yuan and Tao (2023), the average annual percentage rate (APR) on credit cards in the 
United States ranges between 16% and 30%. In another study (Gerritsen & Bikker, 2020), it was 
found that, on average, individuals transfer 6.1% of their total savings to a bank offering an interest 
rate that is 1% higher than their current bank, highlighting the competitive nature and the high risk 
of customer churn in this industry. 

Churn affects revenue and increases the cost of acquiring new customers, which is five times higher 
than retaining existing ones (Dawes & Swailes, 1999). Additionally, according to Reichheld and 
Sasser (1990), a mere 5% increase in customer retention can boost profits by 25% to 95%, depending 
on the industry. In the face of growing competition, predicting churn to proactively intervene, 
improve services, and optimize promotional policies has become critical. 
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To address this issue, many previous studies have compared and evaluated machine learning models 
to predict customer churn. Commonly used models include Logistic Regression, Random Forest, 
XGBoost, and Gradient Boosting. These tools help to accurately identify customers at risk of churn 
and serve as a foundation for developing effective customer retention strategies, from improving ser-
vice quality to personalizing promotions. However, due to the impact of imbalanced data structures 
(where the majority class consists of retained customers), previous studies often achieved low evalua-
tion metrics. 

This study focuses on addressing the issue of data imbalance in the dataset to enhance the perfor-
mance of the prediction model. The resampling methods used include OverSampling (Random 
OverSampling, SMOTE, Border-SMOTE, and ADASYN), UnderSampling (Random Under-
Sampling, NearMiss), Hybrid Methods (SMOTE-ENN, SMOTE Tomek Links), and Class Weight. 

The contributions of this paper are described as follows: 

1. Identifying the most suitable classification algorithm for each resampling method. 
2. Developing a comprehensive model to support customer churn prediction in the banking 

sector. 
3. Analyzing and explaining the robustness of tree-based models in handling imbalanced data. 
4. The SMOTE-ENN resampling method demonstrates the highest effectiveness due to the 

combination of SMOTE and ENN. 

Research on customer churn not only helps increase profits but also contributes to improving service 
quality, minimizing risks, and promoting sustainable development for the banking sector in Vietnam. 
Advances in machine learning not only support churn prediction but also open up opportunities to 
better understand customer behavior, thereby optimizing long-term business strategies. 

The structure of this paper is as follows. The next section reviews the background of the study along 
with related research. This is followed by an overview of the theoretical framework, data, and meth-
odology. Then, the results of the model are presented, accompanied by a discussion. Finally, the pa-
per addresses the limitations of the research. 

LITERATURE REVIEW 
RELATED WORK 
Previous studies on customer churn prediction using machine learning have explored various tech-
niques and applications across different sectors, such as banking, telecommunications, and retail. 
One study by Rahman and Kumar (2020) utilized behavioral data from 10,000 customers on Kaggle, 
including 2,037 churn samples. Feature selection methods like mRMR and Relief were employed to 
improve model performance. The Random Forest algorithm, combined with Random Oversampling, 
achieved the highest accuracy of 95.74%, demonstrating the effectiveness of handling imbalanced 
data in churn prediction. 
In the telecommunications sector, Aggarwal and Vijayakumar (2024) used data from 7,043 customers 
on Kaggle, with 1,869 churn samples. SMOTE-ENN was applied to balance the data, and algorithms 
like Random Forest and Decision Tree were tested. The results showed that Random Forest had the 
best performance, achieving an accuracy of 99%. In another study, Amin et al. (2020) used a Just-in-
Time (JIT) prediction method, applying models like SVM and kNN, along with ensemble models 
such as stacking, achieving high flexibility and performance from data across companies in the same 
industry. 

Peng et al. (2023) applied the GA-XGBoost model combined with SHAP techniques to analyze the 
impact of features on churn. The SMOTE-ENN technique was used to handle imbalanced data, 
achieving an AUC of 0.9912 and enhancing the interpretability of prediction results. Long et al. 
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(2019) also combined demographic segmentation and customer behavior. The Gradient Boosting al-
gorithm demonstrated the best fit for churn prediction on banking data, improving accuracy and re-
ducing overfitting risks. Other studies, along with the data resampling method, are presented in Table 
1. 

Table 1. Previous research 

Reference Year Resampling method 
(Keramati et al., 2016) 2016 Boostrap 
(Rajamohamed & Manokaran, 2018) 2017 None 
(Amin et al., 2020) 2017 Random Under-Sampling 
(Vijaya & Sivasankar, 2019) 2017 Random Under-Sampling 
(Lalwani et al., 2022) 2021 Resampling 
(Xiahou & Harada, 2022) 2022 SMOTE  
(Ahmad et al., 2019) 2019 Smote 
(Dong et al., 2020) 2019 None 
(Domingos et al., 2021) 2021 None 

(Vo et al., 2021) 2021 SMOTE, SMOTEENN, SMOTETomek, SVM-
SMOTE, and Borderline-SMOTE 

(Pustokhina et al., 2023) 2021 ISMOTE  
(Al-Najjar et al., 2022) 2022 None 
(Amin et al., 2019) 2018 None 
(de Lima Lemos et al., 2022) 2022 None 
(Bharathi et al., 2022) 2022 None 
(Y et al., 2022) 2022 SMOTE Tomek, SMOTE ENN 
(Peng et al., 2023) 2023 ADASYN, SMOTE, SMOTEENN 
(Wagh et al., 2024) 2024 SMOTE & ENN 
(Rahman & Kumar, 2020) 2020 Over-Sampling and Under-Sampling 

RESEARCH GAP 
Studies related to customer churn prediction in the banking sector are summarized in Table 1. While 
numerous studies and machine learning models have been used to predict customer churn, handling 
imbalanced data has not received adequate attention. Previous research has relied mainly on random 
methods for addressing imbalanced data without solid theoretical foundations. There is a need for 
more specific research that compares and analyzes these techniques to assess their effectiveness in 
handling imbalanced data in churn prediction. 

RESAMPLING METHODOLOGY 
Table 2 presents the resampling methods employed in this study. 

Table 2. Resampling methodology 

Methodology Detailed 
methodology Description 

Over-Sampling Random Over-
Sampling 

Random Over-Sampling is a technique for handling class im-
balance by increasing the number of samples in the minority 
class through random duplication of existing samples from 
this class (He & Garcia, 2009). 
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Methodology Detailed 
methodology Description 

 SMOTE SMOTE (Synthetic Minority Over-Sampling Technique) is a 
technique that generates synthetic data samples for the minor-
ity class based on an interpolation method (Nitesh, 2002). 

 Border - 
SMOTE 

Borderline-SMOTE is an advanced variant of SMOTE that 
enhances data generation in regions prone to misclassification 
(decision boundary) rather than randomly generating new 
samples across the entire minority class (Han et al., 2005). 

 ADASYN Adaptive Synthetic (ADASYN) is a technique for increasing 
minority class samples based on density distribution, thereby 
generating synthetic samples from the minority class (He et 
al., 2008).  

Under-
Sampling 

Random 
Under-
Sampling 

Random Under-Sampling (RUS) is a sampling technique used 
to improve class imbalance by randomly removing samples 
from the majority class (Zuech et al., 2021). 

 NearMiss This is a method based on k-nearest neighbors (k-NN). The 
Euclidean distance can be used as a distance metric to remove 
majority class samples (Zuech et al., 2021). 

Class-Weight  Class-Weight refers to assigning different weights to classes in 
a dataset, particularly when the dataset is imbalanced (Ghosh 
et al., 2024). 

Hybrid 
Methods 

SMOTE – 
ENN 

This sampling technique combines oversampling and under-
sampling methods by increasing minority class samples 
through interpolation and then removing redundant samples 
using the ENN (Edited Nearest Neighbor) method (Muntasir 
Nishat et al., 2022). 

 SMOTE 
Tomek Link 

This technique combines SMOTE and Tomek Link, where T-
link removes majority-class samples close to the minority class 
using the nearest neighbor rule to select the samples (Swana 
et al., 2022). 

PROPOSED RESEARCH MODEL 
All experiments were conducted on a Dell Inspiron 5510 running Windows 11, a 64-bit operating 
system, with a Core i5-11300H processor, 12GB RAM, and a 512GB SSD. All source code was im-
plemented in Python 3.11, and Visual Studio Code was used for coding. The libraries used include 
NumPy, Pandas, scikit-learn, imbalanced-learn, SciPy, Matplotlib, and Seaborn. The entire dataset is 
available at https://www.kaggle.com/datasets/sakshigoyal7/credit-card-customers. 

According to Figure 1, the research methodology will encompass several stages, including data collec-
tion, preparation, preprocessing, feeding data into machine learning models, and evaluating the re-
sults. Data preprocessing will involve removing missing or noisy values, converting categorical data 
into numerical format (using One-Hot Encoding), and normalizing or standardizing the data to bring 
it to a consistent scale. Before the data is fed into the prediction models, various techniques for han-
dling imbalanced data will be applied, including OverSampling (Random Oversampling, SMOTE, 
BorderLine-SMOTE, ADASYN), UnderSampling (Random UnderSampling, NearMiss), Class 
Weight adjustment, and hybrid methods (SMOTE TomekLink, SMOTEENN). The machine learn-
ing models employed will include Naive Bayes, Logistic Regression, SVM, Decision Tree, Random 
Forest, Gradient Boosting, XGBoost, and LightGBM. The results will be evaluated using a confusion 
matrix and metrics such as accuracy, precision, recall, and F1 score. 

https://www.kaggle.com/datasets/sakshigoyal7/credit-card-customers
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Figure 1. Process of research and implementation 

DATA PREPARATION 
The study uses a credit card customer dataset published on Kaggle by Sakshi Goyal (Goyal, 2021). 
After the preprocessing step, the dataset contains 10,127 observations with a total of 20 variables, in-
cluding one dependent variable and 19 independent variables. The dependent variable is the Attrition 
Flag, a binary variable where a value of 1 indicates the customer has stopped using the credit card, 
and a value of 0 indicates the customer continues to use the credit card. Detailed data descriptions 
are provided in Appendix A. 

Once the data is collected, an exploratory data analysis (EDA) will be performed to uncover patterns 
and insights. Following this, data preprocessing will take place, which includes handling missing val-
ues, removing highly correlated variables, normalizing the data, applying one-hot encoding, and car-
rying out normalization and standardization. After preparing the data, it will be fed into the model 
for training. The results will then be evaluated, visualized, and compared using key performance met-
rics such as the confusion matrix, accuracy, precision, recall, and F1-score. 

EXPLORATORY DATA ANALYSIS 
Customers use four types of credit cards: Blue, Silver, Gold, and Platinum. The bar chart (Figure 2) 
illustrates the distribution of customers across these card types, with the Blue card being the most 
commonly used by 9,436 customers. The Silver card has 555 customers, the Gold card has 116 cus-
tomers, and the Platinum card is the least common, with only 20 customers. This uneven distribution 
indicates that the Blue card is the most popular choice, while higher-tier cards like Gold and Plati-
num have significantly fewer customers. 



Luong, Luong, Tran, & Nguyen 

7 

 
Figure 2. Distribution of card categories 

The data in Table 3 indicates that 53% of customers are female, while 47% are male. The most com-
mon number of dependents is 3, followed by 2 and 1. Graduate is the most prevalent education level, 
followed by High School and No Education. The most common marital status is Married, followed 
by Single. In terms of income, the most common group is Less Than $40K, followed by the group 
Between $40K and $60K. 

Table 3. Demographic variables description 

Variables Description Values Frequency Percentage 
Gender F = Female 

M = Male 
F 5358 53 
M 4769 47 

Dependent_count Number of 
dependents 

0 904 8.93 
1 1838 18.15 
2 2655 26.22 
3 2732 26.98 
4 1574 15.54 
5 424 4.19 

Education_Level Educational 
qualification  

Doctorate 451 4.45 
Postgraduate 516 5.1 
Graduate 3128 30.89 
College 1013 10 
High School 2013 19.88 
Uneducated 1487 14.68 
Unknown 1519 15 

Marital_Status 
 

Married 4687 46.28 
Single 3943 38.94 
Divorced 748 7.39 
Unknown 749 7.4 
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Variables Description Values Frequency Percentage 
Income_Category Annual income $120K + 727 7.18 

$80K - $120K 1535 15.16 
$60K - $80K 1402 13.84 
$40K - $60K 1790 17.68 
Less than $40K 3561 35.16 
Unknown 1112 10.98 

Figure 3 shows that the number of female customers slightly exceeds that of male customers, with no 
significant difference in attrition rates between the two genders. The group with two dependents 
comprises the majority, and the attrition rates within these groups are relatively uniform. The “Grad-
uate” education level holds the highest proportion, with the highest attrition rate observed within this 
group. Regarding marital status, the “Married” group accounts for a larger customer base, and its at-
trition rate is higher than that of the “Single” group. The income group under $40K has the largest 
number of customers, but attrition rates decrease as income increases. Finally, the “Blue” card is the 
most widely used, with a substantial number of both departing and retained customers. Premium 
cards such as “Gold” and “Platinum” exhibit lower attrition rates. 

 
Figure 3. Customer churn by demographics 

The scatter plot (Figure 4) reveals a distinct distribution between the two customer groups: existing 
and churned customers. Notably, churned customers (orange) tend to exhibit higher values for the 
change in transaction count (Total_Ct.Chng_Q4_01) compared to existing customers (blue). This 
suggests that churned customers often experience greater fluctuations in their transaction behavior, 
which may indicate dissatisfaction or changing service needs. In contrast, existing customers, who 
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exhibit less variation, demonstrate more stability in their transaction patterns. This visualization high-
lights the distinct differences between the two customer groups, providing insights that banks can 
leverage to refine and enhance customer retention strategies. 

 
Figure 4. Distribution of bank customer churn label 

DATA PREPROCESSING 
Data preprocessing is an essential step in the machine learning process, helping to improve data qual-
ity and, in turn, enhance the ability to extract useful information (Jain et al., 2018). This process in-
volves cleaning and preparing raw data to be applied in the construction and training of machine 
learning models. Simply put, data preprocessing is a data mining method aimed at transforming raw 
data into a form that is easier to understand and process. First, undefined values during the data 
preparation stage will be removed from the dataset. Then, the variables Customer_Age and 
Months_on_Book, which have distributions close to a normal distribution, will be normalized.  

For the remaining quantitative variables, the normalization method will be applied. Categorical varia-
bles with two values, such as Gender and Attrition_Flag, will be label encoded, while categorical vari-
ables with multiple values, such as Education_Level, Marital_Status, Income_Category, and 
Card_Category, will use one-hot encoding. Table 4 lists the transformation methods applied to each 
variable in the dataset. 

Table 4. Data preprocessing methods 

Feature Transformation method 
CLIENTNUM Not used in prediction 
Attrition_Flag Label encoding 
Customer_Age Standardization 
Gender Label encoding 
Dependent_count Unchanged 



Customer Churn Prediction 

10 

Feature Transformation method 
Education_Level One-hot encoding 
Marital_Status One-hot encoding 
Income_Category One-hot encoding 
Card_Category One-hot encoding 
Months_on_book Standardization 
Total_Relationship_Count Unchanged 
Months_Inactive_12_mon Unchanged 
Contacts_Count_12_mon Unchanged 
Credit_Limit Not used in prediction 
Total_Revolving_Bal Normalization 
Avg_Open_To_Buy Normalization 
Total_Amt_Chng_Q4_Q1 Unchanged 
Total_Trans_Amt Normalization 
Total_Trans_Ct Normalization 
Total_Ct_Chng_Q4_Q1 Unchanged 
Avg_Utilization_Ratio Unchanged 

In Figure 5 and Figure 6, “Credit_Limit” and “Avg_Open_To_Buy” have an almost perfect positive 
correlation (0.996), indicating that when one value increases, the other also increases. This is logical 
as the available credit limit will increase when the credit limit is higher. The decision to remove the 
“Credit_Limit” variable will help mitigate multicollinearity issues with “Avg_Open_To_Buy,” which 
has a high correlation. This will improve the stability of the model and increase the accuracy of pre-
dictions by reducing redundant information. Retaining “Avg_Open_To_Buy” makes sense, as this 
variable may provide more direct insight into the customer’s available credit, which is likely more rel-
evant to our analysis. 

The data was prepared to enhance the performance of the prediction model. Two unnecessary varia-
bles were removed, reducing the number of variables from 23 to 21. A data normalization process 
was performed to bring the data points closer together, improving the speed and efficiency of the 
machine learning algorithm. Normalization was applied to scale the data within the range [0, 1], while 
Z-score standardization was used to center the data at 0 with a standard deviation of 1. Quantitative 
variables with wide distributions were normalized, while variables with narrow ranges were left un-
changed.  
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Figure 5. Correlation of variables 

 
Figure 6. Correlation between “credit limit” and “average open to buy” 

RESULT AND DISCUSSION 
Table 5 provides the list of variables included in the model, where Attrition_Flag (the classification 
variable) is the dependent variable, and the other variables serve as independent variables. 
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Table 5. Dataset features 

STT Feature Description 
1 Attrition_Flag Dependent Variables 
2 Customer_Age Independent Variables 
3 Gender Independent Variables 
4 Dependent_count Independent Variables 
5 Education_Level Independent Variables 
6 Marital_Status Independent Variables 
7 Income_Category Independent Variables 
8 Card_Category Independent Variables 
9 Months_on_book Independent Variables 
10 Avg_Open_To_Buy Independent Variables 
11 Total_Relationship_Count Independent Variables 
12 Months_Inactive_12_mon Independent Variables 
13 Contacts_Count_12_mon Independent Variables 
14 Total_Revolving_Bal Independent Variables 

15 Total_Amt_Chng_Q4_Q1 Independent Variables 

16 Total_Trans_Amt Independent Variables 
17 Total_Trans_Ct Independent Variables 
18 Total_Ct_Chng_Q4_Q1 Independent Variables 
19 Avg_Utilization_Ratio Independent Variables 

After training and evaluating the models using K-Fold cross-validation, the study compares and as-
sesses the results based on three aspects: 

1. Evaluating resampling methods for handling data imbalance to identify the most effective ap-
proach. 

2. Comparing the average evaluation metrics to determine the optimal model across all scenarios. 
3. Analyzing the performance differences between tree-based and non-tree-based models in the 

context of imbalanced data without resampling. 

EVALUATION OF RESAMPLING METHODOLOGY 
According to Figure7, the results show that the Hybrid method outperforms other methods, such as 
Over-Sampling, Under-Sampling, and Classweight, across all three metrics: Accuracy, Recall, and F1-
Score. Specifically, all three metrics exceed 0.93. Additionally, based on Figure 7 and Table 6, among 
the Hybrid methods, SMOTE-ENN demonstrates better performance than SMOTE Tomek Link 
across all four metrics: Accuracy, Precision, Recall, and F1-Score, with values of 0.941, 0.948, 0.955, 
and 0.952, respectively. Notably, the runtime of SMOTE-ENN is only one-third of SMOTE Tomek 
Link’s (9.3 seconds vs. 27.6 seconds). 

In the case of no imbalance handling and the Class weight method, the results show instability. Alt-
hough it achieves high Accuracy, the Recall and Precision metrics for the unbalanced data indicate 
that, without resampling, the model prioritizes overall Accuracy and tends to make incorrect predic-
tions for the majority class. This leads to the model being unable to accurately predict the churned 
customers, reducing overall effectiveness. 
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Figure 7. Average metrics: 
accuracy, precision, recall, F1-score (imbalance handling methods) 

Table 6. Average metrics of SMOTE-ENN and SMOTE Tomek Link 

Method Accuracy Precision Recall F1-Score Runtime(s) 
SMOTE-ENN 0.941 0.948 0.955 0.952 9.3 

SMOTE Tomek Link 0.929 0.928 0.928 0.928 27.6 

EVALUATION OF MACHINE LEARNING MODEL 
Based on Appendix A, the study synthesizes the average results of the metrics presented in Appendix 
B, visualized in Figure 8. The results indicate that in most cases, XGBoost delivers stable and supe-
rior performance compared to other models, achieving an accuracy of 0.9723, with other metrics 
such as Precision, Recall, and F1-Score being 0.9596, 0.9605, and 0.9599, respectively. Specifically, 
when combined with SMOTE – ENN, XGBoost outperforms with an accuracy of 0.982, and all 
metrics, including Precision, Recall, and F1-score are >0.98. Following XGBoost, LightGBM shows 
stable results with all metrics >0.97, demonstrating its capability if training time is a priority. 

 
Figure 8. Average metrics: 

accuracy, precision, recall, F1-Score, runtime (machine learning models) 

On the other hand, Naïve Bayes yields lower results with evaluation metrics all below 0.8, where Ac-
curacy reaches 0.81, while Precision, Recall, and F1-Score are 0.798, 0.743, and 0.757, respectively, 
making it unsuitable for practical deployment. 
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EVALUATION OF TREE-BASED &  NON-TREE-BASED MODELS 
When no data imbalance handling methods (such as oversampling, under-sampling, hybrid methods, 
or class weight adjustment) are applied, tree-based models (such as Random Forest, XGBoost, 
LightGBM) typically outperform non-tree-based models (such as Logistic Regression, Naive Bayes, 
SVM). Tree-based models have a better ability to self-adjust when handling the dominant class due to 
their mechanism of splitting data and selecting important features. However, even though resampling 
is not required, these models can still be affected by data imbalance if parameters such as class weight 
are not adjusted. On the other hand, non-tree-based models, despite their fast computation and ease 
of implementation, often struggle to accurately classify the minority class because they tend to priori-
tize the dominant class and lack the capability to detect complex patterns in the minority class. 
Therefore, in cases where data imbalance is not addressed, tree-based models remain a more effective 
choice due to their superior self-adjustment and ability to handle imbalanced data. 

Specifically, in this study, the results are illustrated in Figure 9. Tree-based algorithms, including De-
cision Tree, Random Forest, XGBoost, Gradient Boosting, and LightGBM (represented by blue 
lines), achieve higher accuracy and sensitivity compared to the remaining models: Naïve Bayes, SVM, 
and Logistic Regression (represented by red lines). 

 
Figure 9. Comparison of tree-based and non-tree-based models 

CONCLUSION AND RECOMMENDATION 
This paper summarized the theoretical basis of customer churn while suggesting the use of super-
vised machine-learning techniques for predicting customer attrition. Table 7 presents the machine 
learning models for predicting customer churn, tailored to different imbalance data handling tech-
niques. Each method is applied to improve the class distribution in the data, enhancing the perfor-
mance of machine learning models in predicting customers likely to churn. 

Table 7. Performance Insights: Impact of Imbalance Handling on Models 

Imbalance 
technique Detailed method Model(s) Remarks 

No process No process LightGBM, XGBoost Excellent prediction 
without imbalance 
handling 

UnderSampling Under-sampling Random, LightGBM, 
XGBoost    

NearMiss LightGBM, XGBoost   
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Imbalance 
technique Detailed method Model(s) Remarks 

OverSampling Random oversampling Random Forest, XGBoost    
Smote XGBoost, LightGBM    
Borderline Smote XGBoost, LightGBM   

Hybrid 
methods 

ADASYN XGBoost, LightGBM  

Class weight Smote Tomek Link XGBoost, LightGBM, 
Random Forest 

XGBoost, 
LightGBM, 
Random Forest  

SmoteENN XGBoost, LightGBM, 
Logistic, SVM   

 Class weight XGBoost, LightGBM SVM decreases 
precision 

The contributions of this paper are described as follows: 

1. The research demonstrates that SMOTEENN is the most effective method for handling im-
balanced data. This technique combines SMOTE, which generates synthetic samples for the 
minority class, and ENN, which removes misclassified samples, improving both class bal-
ance and data quality. This leads to better model generalization. The average evaluation re-
sults of SMOTE-ENN through K-fold cross-validation show that the Accuracy, Precision, 
Recall, and F1-Score are 0.941, 0.948, 0.955, and 0.952, respectively. 

2. LightGBM and XGBoost perform well with imbalanced data due to their gradient-boosting 
approach. LightGBM’s histogram-based method and leaf-wise growth enhance performance 
on imbalanced datasets, while XGBoost’s regularization prevents overfitting, making both 
algorithms robust. When combined with SMOTEENN, these models achieve significant im-
provements in Precision, Recall, and F1 score. Specifically, XGBoost achieves an accuracy of 
up to 0.982 and a sensitivity of 0.990. 

3. In cases where data imbalance is not addressed, tree-based models, ensemble bagging, and 
boosting methods should be preferred due to their ability to effectively split and learn fea-
tures, delivering superior performance compared to algorithms such as Naïve Bayes (proba-
bility-based), Logistic Regression (regression-based), and SVM. 

This study serves as a benchmark for implementing customer churn prediction in industries such as 
banking, e-commerce, telecommunications, and insurance. However, there are several limitations in 
this research that could be addressed or further explored in future studies. 

First, this study exclusively uses data from the Kaggle website for analysis. To enhance practical rele-
vance, future studies could apply this methodology to data collected from customer transaction histo-
ries at banks. Second, this study is limited to determining methods for handling imbalanced data and 
identifying suitable machine-learning models for each technique. Future projects could utilize real-
world data to identify which features truly influence the model’s prediction outcomes. Third, in fu-
ture studies, hyperparameter optimization methods such as Grid Search, Random Search, Bayesian 
Optimization, and feature selection techniques like Recursive Feature Elimination (RFE), Regulariza-
tion (L1-Lasso Regression and L2-Ridge Regression) can be applied to enhance prediction perfor-
mance and improve evaluation metrics. 

Finally, this research focuses solely on classifying customer churn and examining how data imbalance 
handling techniques affect the results. Advanced research methods will aim to develop an application 
to help financial companies, such as banks, retain their customers. 
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APPENDICES 
APPENDIX A: DATA DESCRIPTION  

Variable group Variable name Data type Description 

Demographics Customer_Age Int64 Age of the customer (in years) 

 
Dependent_Count Int64 Number of dependents in the cus-

tomer’s family 

 Education_Level Object Customer’s education level 

 Marital_Status Object Customer’s marital status 

 Income_Category Object Customer’s annual income 
Relationship 
with the bank Months_on_book Int64 Length of relationship with the 

bank 

 
Total_Relationship_Count Int64 Total number of products the cus-

tomer holds 

 
Contacts_Count_12_mon Int64 

Number of contacts between the 
customer and the bank in the past 
12 months 

Credit card 
transaction 
history 

Card_Category Object Type of credit card the customer 
uses (Blue, Silver, Gold, Platinum) 

Credit_Limit Float64 Credit card limit 
 Total_Revolving_Bal Int64 Total revolving balance 

 Avg_Open_To_Buy Int64 Average available balance on the 
credit card over the past 12 months 

 Total_Trans_Amt Int64 Total credit card spending (past 12 
months) 

 Avg_Utilization_Ratio Float64 Average credit card utilization ratio 
(Amount used/Credit limit) 

 Total_Amt_Chng_Q4_Q1 Float64 Change in total credit card spend-
ing (Q4 vs Q1) 

 Total_Trans_Ct Int64 Total number of transactions (past 
12 months) 

 Total_Ct_Chng_Q4_Q1 Float64 Change in total number of transac-
tions (Q4 vs Q1) 

 Months_Inactive_12_mon Int64 Number of months the card was 
inactive in the past 12 months 
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APPENDIX B: AVERAGE RESULTS OF IMBALANCED DATA 
HANDLING METHODS 

Imbalance method Accuracy Precision Recall F1 Score Runtime 
Classweight 0.9242 0.7801 0.8185 0.7897 6.4500 
Hybrid Method 0.9349 0.9379 0.9428 0.9403 18.4250 
No process 0.9361 0.8571 0.7363 0.7842 6.9500 
OverSampling 0.9272 0.9236 0.9322 0.9277 23.2469 
UnderSampling 0.8876 0.9050 0.8673 0.8776 2.3813 
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