
 

Volume 20, 2025 

 
Accepting Editor Dimitar Grozdanov Christozov │Received: October 15, 2024│ Revised: December 10, De-
cember 27, 2024 │ Accepted: January 4, 2025.  
Cite as: Alneyadi, M. R. M. A. H., & Normalini, M. K. (2025). Intelligent Protection: A Study of the Key Driv-
ers of Intention to Adopt Artificial Intelligence (AI) Cybersecurity Systems in the UAE. Interdisciplinary Journal of 
Information, Knowledge, and Management, 20, Article 3. https://doi.org/10.28945/5430  

(CC BY-NC 4.0) This article is licensed to you under a Creative Commons Attribution-NonCommercial 4.0 International 
License. When you copy and redistribute this paper in full or in part, you need to provide proper attribution to it to ensure 
that others can later locate this work (and to ensure that others do not accuse you of plagiarism). You may (and we encour-
age you to) adapt, remix, transform, and build upon the material for any non-commercial purposes. This license does not 
permit you to use this material for commercial purposes. 

INTELLIGENT PROTECTION:  
A STUDY OF THE KEY DRIVERS OF INTENTION TO 

ADOPT ARTIFICIAL INTELLIGENCE (AI) CYBERSECURITY 
SYSTEMS IN THE UAE 

Mohammed Rashed  
Mohamed Al Humaid Alneyadi 

School of Management, 
Universiti Sains Malaysia, 
Malaysia 

Mohammed.alneyadi@student.usm.my  

Md Kassim Normalini * School of Management, 
Universiti Sains Malaysia, 
Malaysia 
and  
Graduate School of 
Management, Management & 
Science University, Malaysia 

normalini@usm.my  

* Corresponding author 

ABSTRACT  
Aim/Purpose This research investigates factors influencing consumers’ decisions to use artifi-

cial intelligence cybersecurity technology in the United Arab Emirates. 

Background The cyber-security risks are getting more complex as technology develops, put-
ting the United Arab Emirates (UAE) businesses and government agencies at 
risk of severe losses from cybercrime. 

Methodology A correlational study design and a quantitative research approach were em-
ployed, and 340 professionals working for different government and semi-gov-
ernment organizations in the United Arab Emirates were given questionnaires. 
The PLS-SEM approach was used to analyze the replies. 

Contribution The present research framework remedies the inherent limitations in the PMT 
model by adding factors used to explain the influence of environmental factors 
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and individual difference factors on behavior. This research framework is an ex-
tended application of the PMT model in the context of AI-based cybersecurity 
systems. Meanwhile, this study confirms the importance of perceived vulnera-
bility in AI technology scenarios. 

Findings The findings demonstrated that users’ adoption intentions were significantly 
and favorably impacted by social influence, facilitating conditions, perceived 
vulnerability, and perceived response efficacy. Meanwhile, job insecurity en-
hanced employees’ resistance to change, making resistance to change a major 
resistance to the intention to adopt AI-based cybersecurity systems. 

Recommendations  
for Practitioners 

The report offers crucial insights that organizations can utilize to evaluate their 
readiness for adopting AI-based cybersecurity technologies and create plans to 
lessen employee resistance to advancements in the cybersecurity industry. 

Recommendations  
for Researchers  

Researchers on this specific application can make use of the extension of the 
framework. 

Impact on Society The research can be utilized to evaluate their readiness to adopt AI-based cyber-
security technologies. 

Future Research Future research should broaden the scope to acquire a more thorough under-
standing of the behavioral intentions to use AI-cybersecurity systems in the 
United Arab Emirates. Other elements that could be considered include facili-
tating settings, Artificial Intelligence knowledge, social impact, effort efficacy, 
and other frameworks. 

Keywords artificial intelligence (AI), cybersecurity systems, PMT, intelligent systems, cyber 
threats, information security 

INTRODUCTION 
CYBERSECURITY BACKGROUND  
Artificial intelligence (AI) has attracted much interest in the last few years because it is revolutioniz-
ing several industries, including industry, transportation, government, and research. With the use of 
this technology, complicated tasks that formerly required human intelligence can now be completed 
by robots (Gursoy et al., 2019). Better decision-making, forecasting, and work automation are some 
of its advantages. While humans have been able to automate jobs using earlier computer technolo-
gies, AI technologies like machine learning (ML) and deep learning (DL) have elevated automation to 
a new level. For instance, they brought in the intelligence component and made it possible to analyze 
vast amounts of data from various sources, which enables organizations to increase productivity, 
comprehend the market, and forecast their growth prospects. These revolutionary effects have given 
rise to proposals that AI technology can significantly enhance cybersecurity measures by automating 
threat detection and response processes. 

Cybersecurity refers to a set of technologies, processes, and practices to protect and defend net-
works, devices, software, and data from attack, disruption, or unauthorized access (Sarker et al., 
2021). With the increasing complexity of digital business models, cybersecurity has become a priority 
on the agenda of the leadership of public and private organizations (de Azambuja et al., 2023). Or-
ganizations around the world have invested heavily in cybersecurity yet still face the challenge of 
cyberattacks. With the widespread availability of the Internet and the emergence of innovative tech-
nologies such as AI, cloud computing, and the Internet of Things (IoT), which have made cyber-at-
tacks increasingly stealthy and sophisticated (Alneyadi et al., 2022), businesses and government or-
ganizations are exposed to an increased risk of serious losses due to cybercrime. With the rapid 
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growth of cybercrime, traditional cybersecurity measures are no longer sufficient to deal with com-
plex and advanced cyberattacks (Shamiulla, 2019), and AI-based cybersecurity solutions have become 
an important technological tool to combat cybercrime and defend against cyberattacks (Rizvi, 2023). 
Artificial intelligence technologies such as machine learning and deep learning in AI cybersecurity so-
lutions can detect and analyze large amounts of data in real time, identify potential cybersecurity 
anomalies, and automate response actions to help organizations or individuals stay ahead of cyber 
threats (Bhatele et al., 2019; Rizvi, 2023). 

PROBLEM STATEMENT ABOUT CYBERSECURITY  
Due to its location in the center of Middle Eastern commerce and trade and the importance of its 
geopolitical position, an increasing number of hacktivists and cyberattackers are identifying the UAE 
as a target (Lemos, 2024b). In the first nine months of 2023, the UAE government detected and 
blocked more than 71 million cyberattacks, and the vast majority of companies in the UAE have 
faced cyberattacks in the past two years (Lemos, 2024a). Eighteen months of dark web data collected 
by Moscow-based threat research firm Positive Technologies concluded that the number of Distrib-
uted Denial of Service (DDoS) attacks in the Gulf region countries increased by 70% in the first half 
of 2024 compared to the same period last year. Public sector organizations in the UEA alone face 
nearly 50,000 cyberattacks per day (PositiveTechnologies, 2024). 

In addition, the UAE reported 34 cyber threat incidents formed by ransomware attacks between Jan-
uary and November 2024, up from 27 in all of 2023, according to Acronis Threat Research. Mean-
while, malware detection paths increased by 65.3 percent. This figure is also significantly higher than 
that of its neighboring countries such as Saudi Arabia (11 incidents), Lebanon (7), Oman (4), and Jor-
dan (1) (MEIR Team, 2024). This makes the UAE the most affected country in the region, facing 
more and more sophisticated cyber threats than its neighbors. The average cost of a data breach in 
the Middle East is $8.7 million, almost twice the global average. The UAE’s energy-critical infrastruc-
ture sector is also at higher risk. Experts predict that cyberattacks targeting industrial control systems 
and operational technologies could seriously disrupt production and lead to significant financial 
losses. Financial institutions in the UAE are under increasing pressure to strengthen cybersecurity 
measures to protect sensitive data and avoid significant financial and reputational losses (MEIR 
Team, 2024). 

However, the increase in these cyberattacks coincides with the UAE government’s modernization 
program, which aims to integrate technologies such as cyber-physical systems (CPS) and the Internet 
of Things (IoT) to make the country a smart nation. In light of this, strong cyber security will be 
more important than ever as the country will inevitably become a target for cybercrime due to the 
growth of digital infrastructure. This will provide opportunities for hackers to exploit. Despite this 
awareness, many organizations are still hesitant to enhance or strengthen their cybersecurity proce-
dures. 

According to Al-Khater et al. (2020) and Guven (2018), the approach used by the UAE to deal with 
cyber dangers is mainly human-centered. This means that if all the advantages of AI-based cybersecu-
rity solutions are to be realized, there is an urgent need to first address the acceptance and use of 
people, especially in public sector organizations. Despite this country’s reputation for being quick to 
embrace new technologies, studies have shown that the adoption of AI cybersecurity solutions has 
not been as fast as in other countries (Editor’s Desk, 2020; Malek, 2018; Wilson, 2020). This unex-
pected finding emphasizes the need to study the factors that influence the uptake and adoption of 
AI-based cybersecurity solutions, such as the cybersecurity industry in the UAE. 

To shed insight on the factors influencing intentions to adopt new technology or innovations, schol-
ars have developed several technology acceptance models. These include the theory of reasoned ac-
tion (TRA) (Ajzen & Fishbein, 1975), the theory of planned behavior (TPB) (Ajzen, 1991), the task-
technology fit model (TTF) (Goodhue & Thompson, 1995), the unified theory of acceptance and use 
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of technology (UTAUT) (Venkatesh et al., 2003), the technology acceptance model (TAM) (Davis, 
1989), and the protection motivation theory (PMT) (Rogers, 1975).  

Although these models have been widely used to explain user adoption behavior of technology, Lu et 
al. (2019) noted that some components of previous models are not suitable or applicable to complex 
technologies, especially artificial intelligence (AI) technologies designed to mimic human behavior. 
This is because AI-based technological solutions do not necessarily require the user to learn how to 
use them but are designed to be autonomous with human-like characteristics to interact with the user 
to accomplish the appropriate task (Gursoy et al., 2019). Therefore, certain components inherent in 
previous models, such as perceived usefulness and ease of use, may be irrelevant or ineffective in pre-
dicting users’ intentions to adopt AI technologies. This finding raises the contribution that a study 
examining the variables influencing the desire to embrace new technologies is necessary to create an 
integrated model outlining the main drivers of users’ intent to utilize them. The studies that are cur-
rently accessible on this topic have primarily concentrated on the current models of technological ac-
ceptance, which makes it difficult to identify the variables impacting the adoption of AI-based cyber-
security systems, particularly in UAE public institutions. The current empirical study was motivated 
by this gap in the literature and aims to fill this void by providing a comprehensive analysis of the 
factors that influence the adoption of AI-based cybersecurity systems in the UAE, thereby offering 
novel insights into the region’s unique challenges and opportunities. 

LITERATURE REVIEW AND HYPOTHESIS DEVELOPMENT 
Previous research has shown that understanding cybersecurity behavior relies heavily on identifying 
which behavioral factors are the most predictive through human, technological, and social factors in 
different information systems models and theories for inclusion in interventions or prevention pro-
grams. From the context of being used to explain cybersecurity behavior, Protection Motivation The-
ory (PMT) has been widely used for explaining people’s responses to fearful appeals (Addae et al., 
2019; Ameen et al., 2021; Shahbaznezhad et al., 2021; Simonet & Teufel, 2019). Protection Motiva-
tion Theory (PMT) was first proposed by Rogers in 1975 as a framework to explain how individuals 
are motivated to protect themselves against threats. Initially developed in the context of health be-
havior, PMT has since been applied in various fields, including psychology, public health, and cyber-
security. The theory highlights the cognitive processes that lead individuals to adopt protective be-
haviors based on perceived threats. PMT posits that an individual’s motivation to protect themselves 
is influenced by two main appraisals: threat appraisal and coping appraisal.  

Threat Appraisal: This component assesses the severity and vulnerability of the threat. If individ-
uals perceive a threat as severe and believe they are vulnerable to it, they are more likely to en-
gage in protective behaviors (Maddux & Rogers, 1983). Research has shown that higher per-
ceived threat levels correlate with increased motivation to take preventive actions (Floyd et al., 
2000). 

Coping Appraisal: This aspect evaluates the effectiveness of the recommended protective behav-
ior and the self-efficacy of the individual to execute the behavior. If individuals believe that the 
protective behavior is effective and they have the capability to perform it, they are more likely to 
adopt it (Champion & Skinner, 2008). Studies have demonstrated that self-efficacy plays a cru-
cial role in translating intention into action (Rippetoe & Rogers, 1987). 

While PMT has provided valuable insights, it is not without limitations. Previous research has shown 
that PMT does not give enough consideration to the environmental factors that influence behavior. 
In addition, the PMT model assumes that everyone reacts similarly to threats, thus failing to take into 
account the influence of individual differences on behavior (Almansoori et al., 2023). Therefore, to 
compensate for the inherent limitations of PMT, this study incorporates social influence and facilita-
tion conditions from the UTAUT2 model to explain and predict the effects of environmental factors 
on user behavior. The influence of social influence on intention tends to be context-dependent, and 
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in coercive environments (e.g., employees of government organizations), the positive influence of so-
cial influence on intention stems from compliance. However, social influence shapes voluntary users’ 
(e.g., customers’) perceptions and decisions about technology by internalizing perceptions of influ-
ence (Venkatesh et al., 2003). As a result, users will refer to the subjective culture and beliefs of the 
group and internalize them into their self-perceptions to make decisions accordingly (Thompson et 
al., 1991). Facilitating conditions refer to resources and assistance that can facilitate the use of tech-
nology (Brown & Venkatesh, 2005). The successful implementation of AI-based cybersecurity solu-
tions requires the establishment of a strong underlying network environment to minimize barriers to 
user access. 

With the addition of environmental factors, two new constructs will be added to this study: job inse-
curity and resistance to change, which are used to compensate for the lack of individual differences in 
behavior in the PMT model. Prior research has shown that job insecurity is associated with resistance 
to change, especially when digital technology is involved. Although AI will reshape people’s lives, 
most employees see it as a threat rather than an opportunity (Bhargava et al., 2021). If employees per-
ceive digital technology (AI) as a threat to their jobs or positions, they will tend to resist the technol-
ogy either consciously or unconsciously (Bhargava et al., 2021; Nam et al., 2021; Tabrizi et al., 2019). 
Thus, perceived job insecurity becomes one of the barriers to the adoption of innovative digital tech-
nologies (Nam et al., 2021). In this context, this study identifies job insecurity and resistance to 
change as individual factors that may influence the intention to adopt AI-based cybersecurity systems 
in the UAE. 

Ultimately, six factors made up the study’s framework, as shown in Figure 1, and these variables were 
used to generate six hypotheses. The six variables are perceived vulnerability (PV) and perceived re-
sponse efficacy (PRE) from the PMT model, as well as social influence (SI) and facilitating condi-
tions (FC), which came from the UTAUT2 theory. Job insecurity (JI) and resistance to change (RTC) 
were added to the model to increase its efficacy and predictive ability in explaining the variables influ-
encing adoption intentions. This section goes into great detail on these variables and the theories that 
go along with them. 

 
Figure 1. Research framework 

SOCIAL INFLUENCE (SI) 
According to Venkatesh et al. (2012), self-identification (SI) is the belief held by a user that others 
will recognize them if they adopt or recommend a new technology. Stated differently, it is the convic-
tion that the actions of others justify technology adoption or use. The influence of the construct on 
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the desire to embrace and use new technology is considerable in the majority of studies that have 
looked into this relationship. For instance, Taylor et al. (2011) looked at what factors affected Mid-
west University students’ adoption and use of mobile applications and discovered that peers’ opin-
ions mattered. According to Catherine et al. (2018), SI has a positive and noteworthy influence on 
Uganda’s adoption and use of fingerprint biometric ATMs in security. These studies demonstrate 
how a person’s attitude toward new technologies and plans to adopt them can be greatly influenced 
by the opinions of important people in their lives. To achieve this, the following study hypothesis 
was created:  

H1: Social influence (SI) positively influences intention to adopt AI cybersecurity systems. 

FACILITATING CONDITIONS (FC)  
FC is the infrastructure and technical capacity required to enable the adoption of the new technology 
(Huang & Kao, 2015; Venkatesh et al., 2012). The most crucial element of using AI for cybersecurity 
research is securing sufficient resources (such as compute infrastructure, human capital, etc.) to effec-
tively address novel topics and significantly advance knowledge (Samtani et al., 2020). According to 
several studies (Catherine et al., 2018; Lee et al., 2018; Mtebe & Raisamo, 2014; Yu, 2012), FC is one 
of the most crucial predictions of adoption intention. The adoption of fingerprint authentication-
based ATMs in Uganda was found to be significantly influenced positively by FC, according to Cath-
erine et al.’s (2018) study. The adoption of AI cybersecurity systems in the UAE can thus be argued 
to be strongly and favorably influenced by FC, which leads to the following hypothesis: 

H2: Facilitating conditions (FC) positively influence the intention to adopt AI cybersecurity sys-
tems. 

PERCEIVED VULNERABILITY (PV) 
PV is the target user’s estimation of their vulnerability to an attack (Huang & Kao, 2015; Rogers, 
1983). According to the PMT hypothesis, PV directly affects the intention to adopt the suggested 
coping strategy. Put another way, if the target users think they are vulnerable to assaults, they will 
likely accept and implement the suggested security solution. Though the two variables are positively 
associated, most studies looking into this relationship have found indirect association. Nguyen 
(2013), for example, found that while PV did not directly affect the decision to provide vitamin sup-
plements, it did modulate the link between the intention to provide vitamin supplements and the per-
ceived benefits. Liang and Xue (2010) found an indirect association between FC and adoption inten-
tion, with perceived threat acting as a mediator. This finding lends validity to the previous findings. 
These results suggest that although there is an indirect relationship between FC and adoption inten-
tion, the construct has a beneficial impact on adoption intention. Considering this, it was proposed 
that: 

H3: Perceived vulnerability (PV) positively influences intention to adopt AI cybersecurity sys-
tems. 

PERCEIVED RESPONSE EFFICACY (PRE)  
PRE is the target user’s belief that the suggested security solution will successfully prevent or avoid a 
danger (Hanus & Wu, 2016; Rogers, 1975). In the context of IS systems, RE refers to target users’ 
belief that implementing a given security measure or system would assist them in mitigating security 
threats. Several researchers have shown that RE is an important predictor of consumers’ adoption 
intentions (Hanus & Wu, 2016; Johnston & Warkentin, 2010; Park & Lee, 2014). Against this back-
drop, it was hypothesized that:  

H4: Perceived response efficacy (PRE) positively influences intention to adopt AI cybersecurity 
systems. 
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JOB INSECURITY (JI) 
JI refers to the uncertainty or anxieties associated with the potential loss of a livelihood/job, author-
ity, or power in the workplace when a new change is about to be implemented. This concept has 
been shown to have a detrimental influence on consumers’ attitudes towards new technology. For 
example, Eren et al. (2020) discovered that technology adoption might cause a sense of JI since em-
ployees expect the business to reduce the number of employees. If perceived JI among employees is 
not addressed, it causes a shift in mindset, with employees developing a negative attitude towards the 
change and even resisting it. To back up this result, Feng et al. (2023) identified JI as one of the pri-
mary drivers of employee resistance to organizational change, which may include the introduction of 
new technology. Similarly, Alneyadi and Normalini (2023) established that job insecurity is a statisti-
cally significant predictor of adoption intentions, especially when AI-based technologies are involved. 
These findings imply that JI might cause employees to reject the implementation of AI cybersecurity 
solutions in their workplaces. As a result, the following theory was developed: 

H5: Job insecurity is positively related to users’ resistance to AI cybersecurity systems adoption. 

RESISTANCE TO CHANGE (RTC) 
RTC is a statement of discontent/dissatisfaction with a change because of its perceived harmful con-
sequences. Several researchers have shown that this construct is an accurate predictor of intentions 
to adopt new technology. For example, Tsai et al. (2020) believe that the introduction of new tech-
nology generates anxiety among target users due to fears about making irreversible errors when utiliz-
ing it. This uncertainty, as well as the related anxiety, frequently causes individuals to oppose technol-
ogy. Nonetheless, age and experience are important factors, as indicated by Guo et al. (2013). Be-
cause of their high levels of technological fear, they discovered that older people are more likely than 
their younger counterparts to oppose mobile health services. According to this research, RTC has a 
detrimental impact on people’s perceptions of and intentions to adopt new technologies. To that 
goal, the following theory was developed:  

H6: Resistance to change (RC) negatively influences users’ intention to adopt AI cybersecurity 
systems. 

MATERIALS AND METHODS 
The quantitative technique and a correlational research design were utilized in the study. This deci-
sion was founded on positivist research philosophy, which promotes inductive reasoning and an ob-
jective approach to study problems. The quantitative approach was also suitable for the present study 
because it sought to establish causal relationships between variables using recommended statistical 
methods and computer applications. Furthermore, quantitative data is vital in explaining, controlling, 
and predicting phenomena, whereby the hypotheses formulated are confirmed or disconfirmed. As 
Creswell and Creswell (2017) observed, the approach involves identifying the different variables de-
scribing the study phenomena and testing them using the data collected. To this end, the six hypothe-
ses identified above helped collect relevant data and interpret them using inferential and descriptive 
statistics. 

 The study participants were recruited using the purposive sampling technique, which involves 
choosing study participants based on predetermined criteria for their qualities. It is worth noting that 
the research needed professionals in the IT field and/or in charge of the cybersecurity tasks in the 
targeted UAE government and semi-government organizations. These workers were targeted be-
cause of the finding that they are the primary targets for cyber-attacks (Al-Khater et al., 2020) and 
one of the early adopters of new technologies despite their reluctance to embrace AI-based cyberse-
curity systems (Editor’s Desk, 2020; Malek, 2018; Wilson, 2020). The sampling process started by 
identifying organizations that met the required criteria, including the following:  
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• Being a UAE government or semi-government organization. 
• Have an established online presence, allowing them to offer some of their services digitally 

through their websites or mobile applications. 
• Are yet to implement or are planning to adopt AI-based cybersecurity systems.  

These organizations were identified through preliminary research, whereby the researcher visited the 
UAE government website (https://u.ae/en/information-and-services#/) to get relevant details re-
garding different online services offered by government organizations. The link 
(https://u.ae/en/help/contact-us/the-government) was also used to get information regarding the 
locations and services provided by various government organizations. These two links allowed the 
researcher to identify and examine organizations’ relevance to the present study. The rationale for us-
ing this approach was the realization that organizations offering their services online must have IT 
departments and systems to safeguard their cyberspace. Such organizations are also susceptible to 
cyber-attacks due to the type of services they provide and the number of people they serve. Since es-
tablishing whether these organizations have AI-based cybersecurity systems was impossible, the re-
searcher visited them to determine whether they have implemented those systems or are planning to 
do so. Those who have implemented them were excluded, while those who have not or are planning 
to implement them were evaluated further to establish whether they have met the above criteria. 
Once the specified criteria were met, the researcher requested contact details, especially email ad-
dresses of employees working in IT and other relevant departments. These details were vital in the 
recruitment process, especially in communicating with the participants.  

While the recruitment focused on organizations in Abu Dhabi and Dubai, the scope was expanded to 
the neighboring Emirates to improve the chances of obtaining a sufficient sample size. The two 
emirates were prioritized because of their socio-political, economic, and administrative functions. It 
is worth noting that the status of Abu Dhabi as the UAE capital implies that a significant number of 
government and semi-government organizations are hosted there. On the other hand, Dubai is the 
most populous and diverse city in the UAE, meaning that various government organizations are situ-
ated there to serve the people. The potential subjects had to meet several requirements to be re-
cruited. First, they had to be employees of the UAE government and semi-government organiza-
tions. Second, they had to somehow be involved in their respective organizations’ security of infor-
mation systems. Those working in organizations that had not adopted AI cybersecurity systems but 
were considering adopting them were also considered in the recruitment process. Individuals who 
did not meet these requirements were not recruited. Overall, 370 respondents were recruited.        

To collect data from the identified participants, the researcher relied on web-based survey question-
naires, whose links were distributed through participants’ email addresses. These questionnaires were 
developed based on the guidelines proposed by scholars such as Krosnick (2018) and Regmi et al. 
(2016). It involved two primary stages: (1) designing the questions based on the research questions 
and hypotheses and (2) pre-testing the questionnaires. When designing the questionnaires, the re-
searcher ensured that each contained an opening paragraph describing the research purpose and ethi-
cal considerations and thanking the respondents for agreeing to participate in the study. The para-
graph also contained definitions of key terms used in the questionnaires to ensure the respondents 
understood what was expected. All the questionnaires contained two sections, the first of which fea-
tured questions about the respondents’ demographic profile (age, gender, educational background, 
specialization, and years of experience in using AI and in the cybersecurity profession). The other 
section contained questions that sought to establish the factors influencing the adoption of AI-based 
cybersecurity systems. These questions were based on the research hypotheses developed and the 
theoretical models discussed in the literature review section.  

Each variable tested in the questionnaire was measured using three to seven items derived from the 
available literature. For instance, the measurement items for SI and FC were adapted from Naranjo-
Zolotov et al. (2019), while those for behavioral intention, PV, and PRE were adapted from Sun et 
al. (2013). The measurement items for job insecurity and resistance to change were adapted from 
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Dabbous et al. (2021) and White et al. (2020), respectively. A 5-point to 7-point Likert scale was ap-
plied throughout to gauge the statements that needed scaling, with the respondents being asked to 
indicate the extent to which they agreed or disagreed with the statement. The scale ranged from 1, 
representing ‘strongly disagree,’ to 5/7, representing ‘strongly agree.’ Combining 5-point and 7-point 
Likert scales was deemed necessary to reduce the common method bias/variance (CMV), as sug-
gested by scholars such as Lin et al. (2015). The questionnaires were closed-ended to make the re-
sponses uniform and facilitate the use of mathematical or quantitative analysis.  

The pre-testing stage of the instrument development process involved subjecting the draft question-
naire to a test, whereby a sample of ten experts from the target population was used to test the ques-
tionnaires three times. This step was taken to improve the questionnaire and the findings’ validity. It 
was meant to test whether the responses would match the researcher’s expectations and whether the 
research questions were addressed comprehensively and effectively. Online meetings between the re-
searcher and the experts were arranged based on their availability, convenience, and schedule. They 
were asked to fill out the survey questions while thinking aloud so that their views concerning the 
questions could be established. The researcher also observed and recorded the respondents’ behav-
iors as they answered the questions, including nonverbal reactions to the questions and areas they 
were hesitating to answer or asked for clarification before answering. They were also asked to give 
their feedback after filling out the questionnaires. This feedback helped the researcher to make the 
necessary changes to improve the questionnaires’ validity and reliability.     

The data collection process started by seeking consent, whereby an invitation email message was sent 
to them requesting their participation. The study collected data through web-based survey question-
naires distributed to IT professionals and cybersecurity personnel in UAE government and semi-gov-
ernment organizations. The questionnaires included sections on demographic information and fac-
tors influencing the adoption of AI-based cybersecurity systems. Each variable was measured using 
multiple items adapted from existing literature, employing a combination of 5-point and 7-point Lik-
ert scales. 

-  Social Influence (SI): Measured using items adapted from Naranjo-Zolotov et al. (2019), captur-
ing the belief that others will recognize a user if they adopt or recommend a new technology. 

-  Facilitating Conditions (FC): Measured using items from Naranjo-Zolotov et al. (2019), referring 
to the infrastructure and technical capacity required to adopt new technology. 

-  Perceived Vulnerability (PV): Measured using items from Sun et al. (2013), capturing the user’s 
estimation of their vulnerability to an attack. 

-  Perceived Response Efficacy (PRE): Measured using items from Sun et al. (2013), reflecting the be-
lief that the suggested security solution will effectively prevent or avoid danger. 

-  Job Insecurity (JI): Measured using items from Dabbous et al. (2021), capturing the anxiety asso-
ciated with potential job loss due to new technology adoption. 

-  Resistance to Change (RTC): Measured using items from White et al. (2020), reflecting dissatisfac-
tion with change due to perceived harmful consequences. 

The PLS-SEM approach using the SmartPLS program was used to examine the data gathered in two 
key phases. To begin, the measurement model was assessed using three criteria: internal consistency 
validity, indicator reliability, convergent validity, and discriminant validity. These metrics were taken 
from previous research, including Hair et al. (2016), who determined that the three are the most criti-
cal factors for evaluating measurement models. The second phase entailed analyzing the structural 
model, in which the SmartPLS program was used to build structural relationships between variables 
and test hypotheses. Lateral collinearity, path coefficients, coefficient of determination (R2 value), 
F2-effect size, and predictive significance (Stone-Geisser’s Q2) were among the parameters utilized. 
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ANALYSIS AND RESULTS 
DEMOGRAPHIC PROFILE 
The demographic parameters assessed throughout the data-gathering procedure comprised gender, 
age, occupation, educational level, and employment level, as indicated in Table 1. The researcher be-
lieved that these elements may impact users’ actions, perceptions, attitudes, and, eventually, their in-
tentions to use technology. According to Morris et al. (2005), gender, occupation, and employment 
level all have a substantial impact on people’s adoption and usage of technology. They discovered 
that older workers had a greater effect on adoption intentions and eventual use of new technologies 
than younger employees. Baker et al. (2007) discovered that a greater education level improves the 
chance of accepting or adopting a technology. These findings made it imperative to capture the 
above demographic characteristics to establish whether they could have a major impact on intention 
to adopt AI-based cybersecurity systems in the UAE. 

Table 1. Respondents’ demographic profile 

  Frequency Percent Valid 
Percent 

Cumulative 
Percent 

Gender 
Female 160 47.1 47.1 47.1 
Male 180 52.9 52.9 100 
Total 340 100 100   

Age 
(years old) 

21 – 30  226 66.5 66.5 66.5 
31 –40  81 23.8 23.8 90.3 
41 –50  22 6.5 6.5 96.8 
51 – 60  11 3.2 3.2 100 
Total 340 100 100   

Occupation 

Government employee 125 36.8 36.8 36.8 
Semi-government employee 172 50.6 50.6 87.4 

Outsourced employees 
working in the government 43 12.6 12.6 100 

Total 340 100 100   

Educational 
level 

Bachelor’s degree 303 89.1 89.1 89.1 
Master’s degree 24 7.1 7.1 96.2 
Doctor’s degree 13 3.8 3.8 100 

Total 340 100 100   

Job level 

Junior level 33 9.7 9.7 9.7 
Middle level 231 67.9 67.9 77.6 
Senior Level 76 22.4 22.4 90.3 

Total 340 100 100   

COMMON METHOD VARIANCE (CMV)  
The presence of CMV was determined using the marker and baseline models, as indicated in Table 2. 
The main rationale for developing the CMV was the discovery that it might deflate or inflate data, 
resulting in incorrect conclusions (Craighead et al., 2011). After incorporating the marker variable into 
the route model, the R2 of adoption intention and resistance to change was determined to be -0.33% 
and 0.00%, respectively. This increase was less than the 10% criterion established by Lindell and Whit-
ney (2001), indicating that the route model utilized lacked the CMV. 
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Table 2. Common method variance test results (CMV) 

Variable  Base model - 
R-square 

Marker model - 
R-square % 

Intention to adopt AI cybersecurity systems 0.613 0.615 -0.33% 
Resistance to change 0.107 0.107 0.00% 

ASSESSMENT OF THE MEASUREMENT MODEL  
The measurement model was assessed to determine the instruments’ dependability and validity based 
on recommendations from Hair et al. (2019) and Ramayah et al. (2018). The metrics applied included 
convergent validity and discriminant validity. Figure 2 represents the measurement model used for 
this study. 

 
Figure 2. Measurement model 

CONVERGENT VALIDITY 
Convergent validity is concerned with the convergence of different variables’ indicators. It was deter-
mined, based on Hair et al.’s (2021) recommendation, whereby the average variance extracted (AVE) 
was calculated, and the total squared loadings were divided by the number of indicators attributed to 
a variable. As such, AVE describes a variable’s commonality. AVE’s threshold was set at 0.50, with 
Hair et al. (2021) noting that values exceeding this number indicate that the variable can explain more 
than 50% of the construct indicators’ variance. As Table 3 indicates, the AVE values exceeded 0.719 
(after rounding off), implying that it surpassed the 0.50 threshold recommended by Hair and col-
leagues.   

Table 3. Convergent validity 

Variable Item Loading Cronbach’s 
alpha 

Composite 
reliability 

(CR) 

Average 
variance 
(AVE) 

Facilitating Conditions (FC) 
FC01 0.864 

0.811 0.888 0.725 FC02 0.841 
FC04 0.848 
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Variable Item Loading Cronbach’s 
alpha 

Composite 
reliability 

(CR) 

Average 
variance 
(AVE) 

Intention to Adopt AI 
cybersecurity systems (ITA) 

ITA01 0.880 
0.860 0.915 0.782 ITA02 0.889 

ITA03 0.883 

Job Insecurity (JI) 
JI01 0.921 

0.890 0.931 0.819 JI02 0.900 
JI03 0.894 

Perceived Response Efficacy 
(PRE) 

PRE01 0.840 
0.805 0.885 0.719 PRE02 0.817 

PRE03 0.886 

Perceived Vulnerability (PV) 
PV01 0.905 

0.876 0.923 0.801 PV02 0.890 
PV03 0.889 

Resistance to change (RC) 

RC01 0.908 
0.911 0.937 0.789 RCO2 0.868 

RCO3 0.885 
RCO4 0.892 

Social Influence (SI) 
SI01 0.911 

0.885 0.929 0.812 SI02 0.880 
SI03 0.913 

Note: FC03 was deleted due to low loadings 

DISCRIMINANT VALIDITY  
The goal of discriminant validity is to determine the degree of uniqueness among the notions used in 
the study model (Hair et al., 2021). To test discriminant validity, the Fornell-Larcker criterion (For-
nell & Larcker, 1981) and the Heterotrait-Monotrait Ratio (HTMT) of correlations are utilized. The 
Fornell-Larcker criterion compares each construct’s AVE to its squared inter-construct correlation 
with all other variables in the research model (Table 4). 

Table 4. Discriminant validity (Fornell-Larcker criterion) 
 FC ITA JI PRE PV RC SI 

FC 0.851       
ITA 0.663 0.884      
JI 0.044 -0.069 0.905     

PRE 0.447 0.496 -0.007 0.848    
PV 0.560 0.653 0.000 0.456 0.895   
RC -0.029 -0.122 0.327 0.019 0.028 0.888  
SI 0.280 0.346 0.068 0.069 0.222 0.001 0.901 

Note: FC = Facilitating Conditions, ITA = Intention to Adopt AI cybersecurity systems, JI = Job Insecurity, PRE 
= Perceived Response Efficacy, PV = Perceived Vulnerability, RC = Resistance to change, SI = Social Influence 

Convergent validity is concerned with the convergence of indicators from diverse variables. It was 
determined using Hair et al.’s (2021) approach, which involved calculating the average variance ex-
tracted (AVE) and dividing the total squared loadings by the number of indicators associated with a 
variable. As such, AVE describes the commonality of variables. The AVE threshold was chosen at 
0.50, with Hair et al. (2021) stating that values over this level imply that the variable may explain 
more than 50% of the variation in the construct indicators. As seen in Table 3, the AVE values 
above 0.719 (after rounding off) indicate that they exceeded the 0.50 level established by Hair and 
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colleagues. In models with conceptually identical variables, 0.90 is defined as the discriminant validity 
threshold, with numbers beyond the threshold indicating a lack of discriminant validity. Nonetheless, 
a lower threshold of 0.85 is seen to be reasonable (Hair et al., 2021; Henseler et al., 2015). As shown 
in Table 5, all HTMT values were less than the threshold for theoretically distinct structures, with the 
highest being 0.86. To that aim, the researcher contended that the respondents recognized the dis-
tinctiveness of the constructs utilized. 

Table 5. Discriminant validity (HTMT criterion) 
 

FC ITA JI PRE PV RC SI 
FC         
ITA 0.787        
JI 0.115 0.078       

PRE 0.547 0.594 0.081      
PV 0.662 0.751 0.034 0.539     
RC 0.063 0.135 0.351 0.032 0.036    
SI 0.323 0.396 0.077 0.081 0.253 0.018   

Note: FC = Facilitating Conditions, ITA = Intention to Adopt AI cybersecurity systems, JI = Job Insecurity, PRE 
= Perceived Response Efficacy, PV = Perceived Vulnerability, RC = Resistance to change, SI = Social Influence 

ASSESSMENT OF THE STRUCTURAL MODEL  
The structural model was assessed to determine relations between variables. It entailed the following 
parameters as recommended by Hair et al. (2019, 2021): lateral collinearity, significance and relevance 
of path coefficients, R2 coefficient of determination, f2 effect size, and predictive power Q2. 

LATERAL COLLINEARITY  
The goal of calculating the lateral collinearity of the structural model was to discover and reduce 
method biases. To do this, all variables were regressed on a single variable to calculate the variance 
inflation factor (VIF), which aids in the detection of collinearity. VIF values greater than 5 suggest 
probable collinearity difficulties in predictor variables, according to Hair et al. (2021). However, as 
shown in Table 6, the VIFs for all variables were less than 2, indicating the lack of collinearity or bias. 

Table 6. Collinearity testing results 

Predictors 
Variance inflation factor (VIF) 

Intention to adopt AI 
cybersecurity systems (ITA) 

Resistance to 
change (RC) 

Facilitating Conditions (FC) 1.639   
Perceived Response Efficacy (PRE) 1.366   
Perceived Vulnerability (PV) 1.599   
Resistance to change (RC) 1.004   
Social Influence (SI) 1.102   
Job Insecurity (JI)   1.000 

 

SIGNIFICANCE AND RELEVANCE OF PATH COEFFICIENTS 
Path coefficients help uncover the causal relationships between variables; they indicate the associa-
tion between endogenous variable changes and a specific predictor variable when all other predictors 
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are maintained (Hair et al., 2021). Hair and colleagues argued that a path coefficient is deemed signifi-
cant at 5% if value 0 is not within the 95% confidence level. Conversely, path coefficients are 
deemed relevant if they lie between -1 and +1; values closer to -1 show a significant negative relation-
ship, with those approaching +1 showing a significant positive relationship (Hair et al., 2021). This 
study used a 5000-sample re-sample bootstrapping procedure to report the structural model’s path 
coefficients, standard errors, t-values, and p-values (Table 7). 

Table 7. Direct hypothesis results (from bootstrapping path coefficients) 

Hypo- 
thesis Relationships 

Std. 
beta 

Std. 
dev 

T- value P- value BCI LL BCI UL Decision 

H1 SI -> ITA 0.162 0.048 3.391 0.001 0.066 0.254 Accepted 
H2 FC -> ITA 0.339 0.067 5.061 0.000 0.212 0.471 Accepted 
H3 PV -> ITA 0.351 0.056 6.292 0.000 0.244 0.460 Accepted 
H4 PRE -> ITA 0.176 0.052 3.400 0.001 0.076 0.279 Accepted 
H5 JI -> RC 0.327 0.049 6.621 0.000 0.234 0.428 Accepted 
H6 RC -> ITA -0.126 0.034 3.654 0.000 -0.192 -0.057 Accepted 

Note: FC = Facilitating Conditions, ITA = Intention to Adopt AI cybersecurity systems, JI = Job Insecurity, PRE 
= Perceived Response Efficacy, PV = Perceived Vulnerability, RC = Resistance to change, SI = Social Influence 

As shown in Table 7, all hypotheses in this study were supported. Specifically, of all the direct rela-
tionships with the Intention to adopt an AI cybersecurity system (ITA), Perceived Vulnerability (PV) 
is the strongest predictor of ITA (t = 6.292, β = 0.351, p < 0.000), and the more susceptible to 
cyberattacks that users perceive, the higher will be their intention to adopt an AI cybersecurity sys-
tem. Second, Facilitation Conditions (FC) (t = 5.061, β = 0.339, p < 0.000) have a significant positive 
effect on UAE users’ ITA. In the UAE context, the better the infrastructure and the more adequate 
the human resources that users perceive when implementing AI cybersecurity systems, the stronger 
the user’s intention to adopt. In addition, Perceived Response Effectiveness (PRE) (t = 3.400, β = 
0.176, p < 0.001) and Social Influence (SI) (t = 3.391, β = 0.162, p < 0.001) also exerted a significant 
positive influence on UAE users’ adoption intentions. However, among these direct relationships, 
Resistance to Change (RC) had a significant negative effect on UAE users’ adoption intentions (t = 
3.654, β = -0.126, p < 0.000), suggesting that users’ uncertainty about the future of AI cybersecurity 
systems makes them more likely to want to settle for the status quo and not to want to make a 
change, which is a major resistance to the successful promotion of AI cybersecurity systems. Mean-
while, Job Insecurity (JI) positively internalizes and enhances users’ Resistance to Change (RC) psy-
chology (see Figure 3).  

R2-COEFFICIENT OF DETERMINATION 
R2 was determined to assess the model’s predictive power. Shmueli and Koppius (2011) hold that R2 
values range from 0 to 1, whereby those closer to 1 indicate higher predictive power. As shown in 
Table 8, R2 values for ITA and RC were (0.613) and (0.107), respectively. The value for ITA (0.613) 
can be considered significant, while that of RC (0.107) is weak (Hair et al., 2021). 

EFFECT F2 SIZE 
F2 was calculated to determine the impact of removing a selected predictor variable on the endoge-
nous variables. According to Hair et al. (2017) and Cohen (2013), f2 effect size, or rather the effect of 
omission of a construct on the endogenous construct, is categorized into three groups: small 0.02), 
medium (0.15), and large 0.35). Selya et al. (2012) asserted that the higher the f2, the stronger the rela-
tionship between the two variables. As shown in Table 9, f2 for all the constructs ranged between 
small and medium, suggesting that their relationships were medium. 
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Figure 3. PLS structural model 

Table 8. R2-Coefficient of determination  

  R-square 
Explanatory Power (R2) 

Chin (1998) Cohen (1988) 
Intention to Adopt AI cybersecurity 

systems (ITA) 0.613 0.613 
(Substantial) 

0.613 
(Substantial) 

Resistance to change (RC) 0.107 0.107 
(Weak) 

0.107 
(Moderate) 

 

Table 9. f2 effect size 

Hypothesis Relationships F2 Magnitude 
H1 SI -> ITA 0.061 Small 
H2 FC -> ITA 0.181 Medium 
H3 PV -> ITA 0.199 Medium 
H4 PRE -> ITA 0.058 Small 
H5 JI -> RC 0.120 Small 
H6 RC -> ITA 0.040 Small 
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DISCUSSION 
The purpose of this study is to explore in depth the significant factors that influence employees’ in-
tention to adopt AI-based cybersecurity systems in the UAE government sector. The findings indi-
cate that perceived vulnerability (PV) is the most significant positive correlation affecting the inten-
tion to adopt AI-based cybersecurity systems in the UAE. This finding is also supported by Huang 
and Kao (2015) and Liang and Xue (2010), who state that individuals are more likely to take protec-
tive measures if they perceive they are vulnerable to threats. This study extends these findings to the 
context of AI cybersecurity systems in the UAE, emphasizing the importance of perceived vulnera-
bility in driving adoption. In addition, facilitating conditions (FC) had a substantial positive impact on 
the willingness to adopt AI cybersecurity systems. This finding is in line with studies by Yu (2012), 
Mtebe and Raisamo (2014), and Lee et al. (2018), who emphasized the importance of adequate infra-
structure and technical capabilities in achieving technology adoption. In AI-based cybersecurity sys-
tems, the adequacy of facilitation directly affects users’ adoption intentions. Users are more likely to 
take action when they perceive that sufficient resources (e.g., funding, technical support, and training) 
are available to use the AI system. 

Second, Perceived Response Effectiveness (PRE) also had a significant positive effect on the inten-
tion to adopt AI cybersecurity systems (H4: β= 0.176, p < 0.001). This result is consistent with the 
findings of Hanus and Wu (2016) and Johnston and Warkentin (2010), who noted that beliefs about 
the effectiveness of security measures are critical to their adoption. In the field of cybersecurity, if us-
ers believe that an AI-based system is effective in preventing cyberattacks and security threats, they 
are more inclined to believe that they are better protected after adopting the system. 

In addition, social influence (SI) has a substantial positive impact on the willingness to adopt AI cy-
bersecurity systems. This finding is consistent with the findings of Venkatesh et al. (2012) and Taylor 
et al. (2011), who found that peer opinions significantly influence technology adoption. In organiza-
tional settings, colleagues, leaders, and industry standards are important social influences. If users are 
surrounded by coworkers and industry pioneers who are actively adopting AI-based cybersecurity 
systems, then this social acceptance will likely enhance individual adoption intentions. In addition, 
society’s emphasis on cybersecurity and the industry’s acceptance of AI technology will also largely 
influence users’ attitudes. 

In addition, the results of this study indicate that resistance to change is one of the significant re-
sistances that prevent UAE government workers from adopting AI-based cybersecurity systems. This 
finding is consistent with the studies of Tsai et al. (2020) and Guo et al. (2013), which showed that 
anxiety and fear of change can significantly hinder technology adoption. This resistance may stem 
from fear of the unknown, dependence on existing systems, or concerns about the cost of learning 
new technologies. To overcome this resistance, organizations need to adopt effective change man-
agement strategies such as providing the necessary support, communicating the importance of 
change, and demonstrating the potential benefits of the new technology. When users perceive that 
the change can bring significant efficiency gains and security, their willingness to resist may decrease, 
thus enhancing the adoption of AI cybersecurity systems. Furthermore, job insecurity strengthens 
employees’ resistance to change. This is consistent with the findings of Eren et al. (2020) and Feng et 
al. (2023), who concluded that job insecurity is an important factor in employees’ resistance to organ-
izational change, including new technology implementation. This study adds to the existing literature 
by emphasizing the specific impact of job insecurity on the adoption of AI cybersecurity systems. 

Overall, the empirical findings of this study reinforce the validity of the theoretical models used and 
hypotheses tested. Contributing to a broader understanding of the factors that influence the adoption 
of AI cybersecurity systems, these findings provide valuable insights for policymakers and practition-
ers aiming to enhance cybersecurity practices in their organizations. 
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CONCLUSION AND IMPLICATIONS 
This study investigated the factors that influence UAE customers’ intentions to use AI-based cyber-
security solutions. In order to better fit the research model to the context of this study, an extended 
model was constructed that incorporates the PMT and UTAUT2 components as well as two addi-
tional variables (job insecurity and resistance to change). The findings indicate that perceived vulnera-
bility, facilitating conditions, perceived response efficacy, and social influence have a positive and sig-
nificant impact on the intention to adopt AI-based cybersecurity solutions. Meanwhile, job insecurity 
enhanced employees’ resistance to change, making resistance to change a major resistance to the in-
tention to adopt AI-based cybersecurity systems. 

In other words, if AI cybersecurity systems have the potential to induce job insecurity, their adoption 
will be limited owing to user reluctance. These findings suggest that organizations can improve AI-
technology acceptance and adoption rates in their cybersecurity departments by investing in interven-
tions to reduce job insecurity and resistance to change and improve users’ knowledge of their suscep-
tibility to cyber-attacks, threat severity, the ease of using AI technologies, and the ability of these 
technologies to address their issues effectively.     

MANAGERIAL IMPLICATIONS 
The findings of this study provide several managerial implications for organizations aiming to adopt 
AI-based cybersecurity systems. First, organizations should work with industry experts and reputable 
organizations to add credibility to the product through their endorsements and recommendations. 
Showcase examples of businesses or organizations that have successfully adopted AI cybersecurity 
systems, especially from companies in the same industry or of similar size, so that potential users can 
see the results in practice. Sharing user reviews and feedback on the adoption of AI systems through 
social media, online forums, blogs, and other channels to increase social acceptance. 

Second, AI cybersecurity system providers should ensure that the system interface is simple and intu-
itive, lowering the technical threshold so that non-technical users can easily understand and operate 
the AI security system. The system should support seamless integration with existing IT infrastruc-
ture, reduce technical complexity in the deployment process, and provide users with detailed opera-
tion manuals, online tutorials, and technical support to help them quickly get started and solve prob-
lems encountered in use. 

In addition, system providers should (i) demonstrate how AI network security systems can identify 
and respond to potential threats in a timely and effective manner through simulated attacks, penetra-
tion tests, and other means; (ii) provide users with data on the system’s defense effectiveness under 
different attack scenarios to help them clearly understand the actual capabilities of the AI system; en-
sure that the AI system can provide real-time feedback and automatically fix identified vulnerabilities 
and threats to enhance users’ trust in its effectiveness. 

Finally, organizations must clearly articulate that AI systems are intended as an aid to human deci-
sion-makers, not a replacement. Highlighting the intelligent and automated nature of the system is 
meant to reduce repetitive, boring tasks and allow employees to focus on higher-value work. Provide 
employees with the necessary skills enhancement training on how to collaborate with AI systems and 
improve their personal technical skills to alleviate the fear of losing their jobs. Encourage employees 
to make finer decisions with the help of AI systems, proving that AI is a powerful tool for enhancing 
productivity, not a threat. Organizations should adopt an incremental approach to introduce AI sys-
tems gradually rather than rolling them out all at once. Allow users to initially feel the value of the 
system and gradually increase its application. During the design and implementation of the AI sys-
tem, users are invited to participate in testing and feedback to feel part of the system improvement 
and reduce their resistance. Provide technical support, rewards, or incentives to early adopters to en-
courage them to become advocates of the AI system, thereby influencing more people to embrace 
the new technology. 
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LIMITATIONS AND FUTURE RESEARCH 
This study has some limitations that should be noted. First, the use of a purposive sampling tech-
nique may limit the findings’ generalizability to a larger population. Future studies could use random 
sampling methods to improve the sample’s representativeness. Secondly, the study was conducted 
within the specific context of UAE government and semi-government organizations, which may not 
fully capture the complexity of AI adoption in different cultural or organizational settings. Future re-
search should explore the adoption of AI-based cybersecurity systems in various industries and geo-
graphical regions to provide a more comprehensive understanding of the factors influencing adop-
tion. Last, longitudinal studies could be conducted to examine how perceptions and adoption inten-
tions evolve over time, particularly as organizations become more familiar with AI technologies and 
their potential benefits and challenges. 
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