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ABSTRACT 
Aim/Purpose This study aims to propose an efficient implementation of identifying and de-

tecting offensive and hate comments on social media platforms for Dravidian 
languages. 

Background There has been a notable increase in hate comments on social media platforms 
in recent years. Hate language and hate speech are expressions of conflicts that 
arise between different groups, both within and across civilizations. This toxic 
behavior has a detrimental impact on individuals, resulting in disagreements, ar-
guments, political conflicts, and even mental health issues such as cyberbullying, 
depression, and anxiety. In recent years, research on offensive detection has ex-
panded beyond English and Hindi languages to include other languages such as 
Urdu, Spanish, Arabic, and more. An ongoing trend in modern research in-
volves gathering data from prominent social media platforms such as YouTube, 
Instagram, and Twitter to train models in proposed studies. 

Methodology The objective of this work is to identify and detect offensive or hateful com-
ments on social media platforms dedicated explicitly to the Dravidian languages 
- Tamil, Kannada, and Malayalam. The dataset, HASOC-Offensive Language 
Identification track in Dravidian Code-Mix FIRE 2021, undergoes several pro-
posed preprocessing procedures on the YouTube comments. Tokens were cre-
ated to represent the attributes. The pre-trained models utilizing transformers 
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were trained using tokenized data. The efficacy of different binary classifiers has 
been assessed and analyzed using the embedded vectors derived from the mod-
els. The mBert with the classifier model CATBOOST with GSCV achieved F1 
scores for Tamil, Malayalam, and Kannada are 0.94, 0.98, and 0.82, respectively. 
Precision and recall values for Tamil, Malayalam, and Kannada are 0.94, 0.98, 
and 0.82, and 0.94, 0.98, and 0.83, respectively. 

Contribution This research produced an approach to improve the results and F1-score by 
performing an improved preprocessing method using stemming and stopword 
removal. The native and English-coded comment data used in this work were 
not discussed much in the previous works. 

Findings The findings of this study indicated that the preprocessing work combined both 
the native language data and the English-coded language. It describes the im-
proved models and performance of the results in order to detect hate speech. 

Recommendations  
for Practitioners 

This study is expected to be valuable for social media platforms and other re-
view sites to separate offensive comments from good and bad ones. This is also 
valuable for content creators and users in improving their ideas and content and 
also helps in preventing cyber harassment and bullying. 

Recommendations  
for Researchers  

This study discussed the use of stemming and stopword removal and how it im-
proved the detection of hate comments for both native and codemix comments 
in social media. 

Impact on Society This work helps the users and community explore the positive side of the inter-
net and allows content creators to share their ideas without undermining the 
benefits of online interactions. 

Future Research Future research will explore the uniqueness of the linguistics and slang of these 
three languages. Apart from these languages, future research will be conducted 
on North-Indian Indian languages like Bengali, Marathi, and Gujarati. 

Keywords BERT, NLP, F1-Score, Dravidian languages, Code-mix, Hate comment, Muril, 
mBERT 

INTRODUCTION 
Social media platforms have transformed global communication and content sharing, presenting 
both opportunities and challenges in the digital sphere (Rehan et al., 2023). The comment section is 
an essential feature of these platforms, providing users with a dynamic forum to share their thoughts 
and participate in discussions. Despite the exchange of ideas, there is a troubling trend of harmful 
comments, such as hate speech and harassment, that diminish the positive aspects of online interac-
tions (Sengupta et al., 2022). Despite these challenges, comments are essential for building commu-
nity and promoting discussion. It is crucial to tackle the widespread offensive content to create a se-
cure digital space where users are shielded from derogatory comments and can engage in productive 
discussions. Social media companies can continue to play the important role of promoting meaning-
ful engagement and a positive online environment by actively addressing hate speech and inappropri-
ate language. 

The proliferation of hate speech on social media is widely recognized to have negative consequences 
for society at large. Given its widespread reach and lack of regulation, addressing this issue poses a 
considerable challenge. In numerous nations, hate speech on social media is unlawful unless it specif-
ically targets a particular group or encourages criminal activity (Subramanian, Adhithiya, et al., 2022). 
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Hate comments negatively affect content quality and user experience on social media platforms, di-
minishing the intended message and discouraging productive interaction. Offensive language im-
pedes idea exchange, deteriorating meaningful conversations and reducing content influence. This 
hostile environment challenges audience engagement and retention, alienating supportive users and 
discouraging active participation. As users disengage due to the toxic atmosphere, the online commu-
nity’s vibrancy, growth, and diversity are compromised, hindering overall content retention for crea-
tors. 

Hate comments significantly impact user experience, leading to discomfort, frustration, and psycho-
logical distress. Such remarks undermine the sense of community on social media, discouraging users 
from fully engaging in conversations and stifling the exchange of ideas. Persistent exposure to offen-
sive content fosters a toxic environment, deterring new users and posing challenges for platform ad-
ministrators in maintaining an inclusive space while effectively identifying and removing harmful 
content. 

Hate language refers to offensive, vulgar, profane, insulting, or threatening material directed at some-
one. Manually detecting abusive content on social media platforms like Instagram, Reddit, and Twit-
ter is no longer feasible (Rehan et al., 2023). So, the research involves developing a solution for swift 
and efficient identification of offensive content and words in the diverse linguistic landscape of In-
dian languages. The model needs to be systematically adjusted to effectively identify inappropriate 
words and content, thereby achieving the highest possible F1 score by considering the complex lin-
guistic nuances and cultural context specific to Indian languages. 

The Dravidian languages encompass a linguistic familial group predominantly utilized in the southern 
regions of India and in the territories of Sri Lanka, Pakistan, Nepal, and Afghanistan. These lan-
guages exhibit distinct grammatical, lexical, and morphological characteristics that set them apart 
from the Indo-European languages spoken in northern India. Tamil, Telugu, Kannada, and Malaya-
lam are major Dravidian languages with unique literary traditions and cultural heritages (Rajalakshmi 
et al., 2023). Developing models for Dravidian languages is difficult and requires a nuanced approach 
due to various key factors. The limited availability of data for these languages presents a significant 
challenge for training robust models. Additionally, the current data frequently experiences class im-
balance in labeled datasets, which makes model training and evaluation more challenging. The data 
poses a distinctive challenge due to its combination of native language and code-mix formats com-
monly found in digital communication. 

This research aims to reduce abusive comments for Indian Dravidian languages on social media plat-
forms. Harmful content detection is a very important part of keeping social media sites safe. These 
systems read through comments to find and remove potentially harmful content. This can be done 
using natural language processing and machine learning. This proactive approach not only keeps us-
ers from seeing offensive comments but also creates a space where helpful conversation can grow. 
Making offensive content detection tools better all the time shows a dedication to creating a digital 
world that cares about users’ health and promotes positive online interaction. 

The structure of the work is described in the following. The next section presents a comprehensive 
examination of the existing research and associated research on detecting and categorizing offensive 
and hate language. An overview of the dataset employed in the present study is then provided. The 
following section is dedicated to the examination of transformer and classifier models, as well as the 
methodologies utilized for the detection of hate speech in Dravidian languages. A thorough examina-
tion of the behavior and outcomes of the models is then undertaken, accompanied by a comparative 
evaluation with alternative methodologies. The final section provides a comprehensive overview of 
the study and delves into possibilities for future investigation on the identification of offensive lan-
guage in Dravidian languages. 
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RELATED WORKS 
Over the past few years, there has been a noticeable rise in the number of instances in which 
offensive language has been utilized on various social media platforms. Offensive language and hate 
speech serve as manifestations of conflicts among diverse groups both within and beyond 
civilizations (Chakravarthi et al., 2023). In recent years, research on offensive detection has not only 
been done for English and Hindi languages (Sreelakshmi et al., 2020) but also for other languages like 
Urdu (Malik, Cheema, & Ignatov, 2023), Spanish (Molero et al., 2023), Arabic (El-Alami et al., 2022), 
Turkish (Özberk & Çiçekli, 2021), and so forth. A prevailing trend in current research involves 
collecting data from prominent social media platforms like YouTube and Twitter to train models in 
proposed studies. The Dravidian languages in India constitute a major language family primarily 
spoken in the southern part of the country. Tamil, Kannada, and Malayalam are among the languages 
that have historical roots and similar linguistic characteristics. The majority of studies in this domain 
employ datasets sourced from these platforms to develop and validate their research frameworks 
(Chakravarthi et al., 2022).  

DRAVIDIAN LANGUAGE 
Rajalakshmi et al. (2023) proposed a combination of stemming and stopword removal techniques to 
preprocess the Tamil text data. Subsequently, they employed various embedding techniques, such as 
different BERT models and the monolingual model TaMillion, to determine the most effective rep-
resentation for Tamil text. The methodology employed yielded promising results, as the proposed 
approach achieved an F1 score of 84% and an accuracy of 86% in its ability to detect offensive con-
tent in Tamil YouTube comments accurately. Subramanian, Ponnusamy, et al. (2022) developed 
models that could effectively identify offensive language in Tamil YouTube comments, with a partic-
ular focus on code-mixed data. The study attained a precision rate of 81.651% in machine learning 
using the K-Nearest Neighbors (KNN) algorithm. However, when employing transformer-based 
models, XLM-RoBERTa (Large) exhibited superior performance, achieving an accuracy of 88.532%. 

A recent study by Hande et al. (2022) examined sentiment analysis and the identification of offensive 
language in code-mixed YouTube comments in Tamil, Malayalam, and Kannada languages. The 
study employed a multi-task learning technique to tackle the problem of inadequate labeled data for 
code-mixed datasets created by users. The F1-Score of the mBERT model was found to be the high-
est in Kannada, Malayalam, and Tamil, with respective scores of 66.8%, 90.5%, 59%, 70%, and 
62.1%, 75.3%. The deep ensemble framework proposed by Roy et al. (2022) integrates conventional 
machine learning, deep learning, and transformer-based models to accurately differentiate between 
offensive and non-offensive text in code-mixed languages. In comparison to the baselines, the deep 
ensemble framework demonstrates superior performance by attaining weighted F1 scores of 0.802 
for Malayalam and 0.933 for Tamil code-mixed datasets.  

Malik, Nazarova, et al. (2023) introduced a novel approach for dataset conversion in their study on 
Multilingual Hope Speech Detection (MHSD). The research developed a theoretical framework that 
utilized transfer learning and fine-tuning techniques on RoBERTa models to detect messages related 
to hope in both English and Russian languages. By integrating Russian-RoBERTa into the transla-
tion-based approach, remarkable results were achieved, with a 94% accuracy rate and an 80.24% F1 
score. The utilization of deep learning for code-mix Malayalam language was examined by Pillai and 
Arun (2024), with a specific focus on feature fusion and detection approaches. The aforementioned 
methodology resulted in an accuracy rate of 0.956, a sensitivity rate of 0.939, and a specificity rate of 
0.978. Mozafari et al.’s (2022) research centered on the identification of features in a cross-lingual 
few-shot situation, employing a meta-learning approach. The performance of the meta-learning mod-
els MAML and Proto-MAML was found to be significantly superior to that of transfer learning-
based models. Mridha et al. (2021) proposed L-Boost, which combines modified AdaBoost with a 
BERT transformer, to detect offensive content in the Bengali language. The study highlights the in-
creasing prevalence of informal, unorganized, and offensive written content in Bengali and Banglish 
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on various social media platforms. Wadud et al. (2022) introduced LSTM-BOOST, which achieves 
an accuracy of 88% in identifying Bengali text. In Lora et al.’s (2023) study, attention is redirected to-
ward the identification of sarcasm using a transformer-based generative adversarial model. This 
model demonstrates an accuracy of 77.1% and 97.2% when applied to the “Ben-Sarc” and “Bang-
laSarc” datasets, respectively. 

RECENT INNOVATION METHODS  
Recent strides in offensive comment detection involve innovative methods like combining CNN 
with BERT (Mehta et al., 2022), integrating LSTM with BERT (Kumar et al., 2021), and utilizing 
cross-lingual embeddings and a stacked encoder architecture (Sundar et al., 2022). These approaches 
leverage transfer learning techniques, using pre-trained language models from the iNLTK library, in-
cluding ULMFiT, to fine-tune language models and enhance accuracy and efficiency in offensive 
comment detection. Several researchers have also focused on developing models for detecting homo-
phobic, offensive comments on social media. A novel dataset was created by Lavanya and 
Navaneethakrishnan (2022) to tackle the dearth of knowledge and engagement with the LGBTQ 
community in the Tamil language. The article by Chakravarthi (2024) examines the identification of 
homophobic and transphobic language within YouTube comments on the same language. Compara-
bly, the task of addressing Malayalam and Hindi is also addressed by Kumaresan et al. (2023). A sum-
mary is presented in the Appendix. 

METHODS 
The objective of the study is to identify and detect hateful or offensive remarks on social media plat-
forms specifically focused on the Dravidian languages, namely Tamil, Kannada, and Malayalam. The 
YouTube comments undergo a series of preprocessing procedures on the dataset (Chakravarthi et al., 
2022). The dataset was divided into a 70:30 ratio, with 30% going toward testing and 70% going to-
ward training.  

Tokens were created to represent the attributes. The transformer-based pre-trained models under-
went training using tokenized data. Using both English-coded and native language data enables trans-
former models to learn cross-linguistic representations, capturing how similar concepts are expressed 
across languages. This leads to more generalized embeddings, improving the model’s performance in 
multilingual and mixed-language tasks. Additionally, given the linguistic similarities among Dravidian 
languages, models trained on one language can be transferred to another, producing effective results 
to a certain extent. The evaluation and examination of the performance of different binary classifiers 
have been conducted by utilizing the embedded vectors derived from the models. Figure 1 illustrates 
the structure and architecture of the proposed methodology. Figure 2 displays the algorithm. 

DATA PREPROCESSING 
In this section, an explanation is provided regarding the preprocessing techniques employed on the 
Dravidian text data. The techniques encompass the elimination of stopwords and the implementation 
of stemming. A more advanced stemming algorithm was utilized to analyze the morphology of these 
languages due to their complex structure. The preprocessing steps involve grouping similar offensive 
labels into a single category and eliminating the last non-Dravidian language label, resulting in a bi-
nary classification for the dataset. In preprocessing English text, several steps are undertaken: re-
moval of punctuations and extra spaces, elimination of special characters while converting to lower-
case, and removal of stopwords. Additionally, emoticons are converted to text using the demoji li-
brary. These processes streamline the text for further analysis, ensuring consistency and reducing 
noise in the data. For Tamil, Malayalam, and Kannada languages, the words with minor spelling mis-
takes and grammatical errors were rectified. Also, some of the English-coded words were translit-
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erated to native language words to improve the meaning and content of the comment, thereby im-
proving the text representation. The dataset was divided into a 70:30 ratio, with 30% going toward 
testing and 70% going toward training. 

 

Figure 1. Architecture of the proposed method 

Algorithm 1: An enhanced approach to identify the hate comments in Dravidian languages from social 
media using Ensemble Transformers and Classifiers 

1. procedure Hate-Comment-Detection (tamil-dataset, malayalam-dataset, kannada-dataset) 
2.   D1 <- PreProcessing(tamil-dataset);    #preprecessing of Tamil dataset 
3.   D2 <- PreProcessing(malayalam-dataset);   #preprocessing of Malayalam dataset 
4.   D3 <- PreProcessing(kannada-dataset);  #preprocessing of Kannada dataset 
5.   F1-Score-Tamil [];      #to store F1 score for Tamil 
6.   F1-Score-Malayalam [];      #to store F1 score for Malayalam 
7.   F1-Score-Kannada [];      #to store F1 score for Kannada  
8.   Models= [XLM-Roberta, Muril, DistilBERT, mBERT, Tamillion, Tamil-BERT, Malayalam-BERT, 

Kannada-BERT];       #Models in List 
9.   for 0<=i<4 do 
10.     F1-Score-Tamil[i] <- Classification (D1, Models[i]); 
11.  F1-Score-Malayalam[i] <- Classification (D2, Models[i]); 
12.  F1-Score-Kannada[i] <- Classification (D3, Models[i]);   
13.    i <- i+1; 
14.   End for;        # for loop to get the F1-scores of the 

models 
15.   F1-Score-Tamil[4] <- Classification (D1, Models[5]);   #F1-score for Tamil-BERT  
16.   F1-Score-Malayalam[4] <- Classification (D2, Models[6]);   #F1-score for Malayalam-BERT 
17.   F1-Score-Kannada[4] <- Classification (D3, Models[7]);   #F1-score for Kannada-BERT 
18.  F1-Score-Tamil[5] <- Classification (D1, Models[4]);   #F1-score for Tamillion 
19. end procedure 
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1. procedure PreProcessing (Dataset) 
2.   D1 <- Cleaning1 (Dataset);   # Removing URL, punctuations, emoji, special characters 
3.   D2 <- Cleaning2 (D1);   # Lowercase conversion and contraction 
4.   D3 <- Stopwords (D2);  # Removing Stopwords 
5.   D4 <- Stemming (D3);   # Stemming  
6.   Return D4; 
7. end procedure 

1. procedure Classification (Dataset D, model) 
2.   Token <- AutoTokenizer (model); #AutoTokenizer to assign tokenizer to the model 
3.   Model <- fine-tuning (D, model, 70-30); # fine-tuning the model in 70:30 ratio 
4.   Confusion-Matrix <- generate-results (Model); #generate confusion matrix 
5.   F1-Score <- compute-F1 (Confusion-Matrix); #computing F1-score from confusion matrix 
6.   Return F1-Score; 
7. end procedure 

Figure 2. Algorithm of the proposed method 

Stopwords removal 
Stopwords are commonly eliminated words that occur frequently in a given language while perform-
ing tasks related to natural language processing. Stopwords are typically characterized by their lack of 
substantial meaning or their limited contribution to the overall comprehension of a text. By removing 
stopwords, computational resources can be directed towards more significant words and phrases, 
leading to a substantial decrease in irrelevant information in the dataset. By reducing the size of the 
dataset, this procedure not only enhances computational efficiency but also enhances the perfor-
mance and F1 score of the model and the work. Tasks such as sentiment analysis, topic modeling, 
and information retrieval improve their accuracy by giving priority to relevant content while disre-
garding unnecessary words. 

The total number of stopwords varies across different languages. For instance, the list of stopwords 
in English includes words that are used frequently, such as “a” and “to,” whereas in languages such 
as Tamil or Hindi, the list may include terms that are unique to those languages and reflect their 
grammar and syntax. Here is an example of stopwords removal in a Tamil sentence: “என் 
பள்ளி�ல் பல மாணவரக்ள் உள்ளன.” (Translation: “There are many students in my 
school.”) Now, if we remove the stopwords like “என்” (my), “பல” (many), and “உள்ளன” 
(there are), we get a shorter, clearer sentence: “பள்ளி�ல் மாணவரக்ள்” (Translation: “Stu-
dents in school”). By eliminating stopwords, the algorithm can enhance its concentration on the sig-
nificant substance of the text. A total of 125 stopwords were eliminated from the Tamil language, 57 
from the Malayalam language, and 152 from the Kannada language as a result of this specific work. 

Stemming 
The process of stemming is a fundamental technique employed in the field of natural language pro-
cessing (NLP) to preprocess textual data. Stemming is the act of reducing words to their fundamental 
or foundational form, known as the stem. This is accomplished through the elimination of suffixes 
and prefixes. The aforementioned procedure enables the standardization of words that possess com-
parable semantics but exhibit distinct grammatical structures, thereby optimizing the examination of 
textual information. Words like “running,” “run,” and “ran” would all be simplified to the original 
stem “run.”  

Stemming is a process that typically involves eliminating prefixes or suffixes from words to derive 
their base form, which may be a shortened word that may not necessarily be legitimate in the given 
language. In the Tamil language, for example, the stemmer can convert the word “ப�க்�றான்” 
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(which means “reading”) into “ப�” (the stem form), which is not a valid word on its own. A good 
example of Tamil stemming where stemming produces meaningful Tamil words is the word 
“அ��க்கலன்” (meaning “educationist” or “scholar”). When subjected to a Tamil stemming 
algorithm, the word can be simplified to the stem “அ��” which signifies “knowledge” or “learn-
ing”. Although truncated, the word “அ��” still retains its significance and validity in Tamil, effec-
tively conveying the essence of the original term associated with education or knowledge. This 
demonstrates the ability of stemming to generate meaningful Tamil words even when they are re-
duced to their root form.  

Stemming is a linguistic technique used to reduce the various forms of a word to its root form. In-
flection refers to the modification of a word to convey different grammatical features, including 
tense, case, voice, aspect, person, number, gender, and mood (Rajalakshmi et al., 2023). Stemming 
simplifies vocabulary and enhances the efficiency of tasks like text classification, information re-
trieval, and sentiment analysis by reducing words to their basic root form. Despite the potential ad-
vantages stemming from Dravidian languages, particularly Kannada and Malayalam, it is uncommon 
and rarely implemented. The morphological analyzer (Kunchukuttan, 2020) is an advanced tool that 
was used for this work, and it conducts an in-depth analysis of word morphology using linguistic 
rules and language-specific resources. Linguistic morphology is the study of the grammatical elements 
of words, including stems, affixes, and inflections, which allows for a more comprehensive compre-
hension of word formation. 

FEATURE REPRESENTATION 
Bidirectional Encoder Representations from Transformers (BERT) stands as a groundbreaking mile-
stone in the realm of NLP, intricately intertwined with the Transformer architecture. The Trans-
former architecture, introduced by Vaswani et al. (2017), transformed NLP by utilizing self-attention 
mechanisms to enable models to assess the importance of different words in a sentence while pro-
cessing. BERT enhances this innovative structure by incorporating bidirectional comprehension to 
understand text in both left and right contexts. Its ability to process text non-sequentially represents a 
significant advancement from previous models, allowing it to grasp complex contextual nuances es-
sential for a comprehensive understanding of language. 

The BERT architecture comprises fundamental elements, such as the transformer encoder layers, 
which can be accurately characterized through mathematical equations that depict the self-attention 
mechanism and feed-forward neural network layers.  

BERT operates through a series of important phases for text classification. The input text undergoes 
tokenization, a process that involves dividing it into distinct tokens. These tokens can represent ei-
ther individual words or subwords. The inclusion of special tokens ([CLS] and [SEP]) serves to indi-
cate the beginning and end of sentences. The input is subjected to tokenization and subsequently en-
coded using the BERT model, which comprises several transformer encoder layers. BERT improves 
the representation of each token in its layers through self-attention mechanisms, enabling it to effec-
tively capture contextual relationships between words. A classification head is typically appended to 
BERT after encoding, with the [CLS] token representation commonly utilized for classification. This 
token holds the contextual details of the entire input sequence, which helps in precise classification. 
The complete BERT model adjusts its parameters to improve performance by fine-tuning labeled 
data specific to the classification task. Backpropagation is utilized in fine-tuning to minimize a loss 
function and enhance the model’s text classification accuracy by iteratively refining it. The model 
analyses tokenized new text inputs. The output is used by the classification head to predict class la-
bels or probabilities. BERT’s transformer architecture allows it to understand complex contextual 
nuances, making it an effective text classifier when fine-tuned with labeled data. BERT’s versatility 
and expertise have made it an NLP research leader in text understanding and categorization. 
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Transformer models 
The following transformer models were employed to derive the embedded vectors. 

MBERT 

mBERT is an expanded version of the original BERT model, designed to tackle the complexities of 
processing multilingual text. The model is trained on a dataset consisting of the 104 most commonly 
spoken languages globally, using the masked language modeling objective. The process of multilin-
gual pre-training improves mBERT’s ability to identify and understand linguistic features and struc-
tures in various languages. The model acquires the ability to generate language-independent represen-
tations that can effectively handle text in different languages, irrespective of linguistic differences or 
complexities. mBERT, which functions as a universal language encoder, can represent text from dif-
ferent languages in a common feature space. In different languages, mBERT can generalize and 
transfer knowledge, ensuring consistent and strong performance. 

DISTILBERT 

DistilBERT is a distilled version of the BERT model, designed to be more lightweight and computa-
tionally efficient while retaining much of BERT’s performance. The model is created by Hugging 
Face and is designed to minimize the computational resources needed to implement large trans-
former-based models in practical settings. DistilBERT’s primary innovation lies in its distillation pro-
cess, wherein the original BERT model is condensed into a more compact form while preserving its 
fundamental knowledge and functionalities. Knowledge distillation, parameter pruning, and quantiza-
tion are employed techniques to achieve this compression. The model is a condensed and optimized 
iteration of the original BERT model, specifically engineered to achieve faster inference speeds and 
reduced memory consumption. This makes it ideal for use on devices with limited resources or in en-
vironments with restricted computational capabilities. The careful distillation process preserves the 
most informative and relevant features from pre-training on large text corpora. For this work, an in-
creased number of epochs and a learning rate of <= 3e-5 were performed to match the performance 
and efficiency of other models. 

XLM_ROBERTA 

The XLM-RoBERTa model is a variant of the RoBERTa model that has been developed by Face-
book AI. The utilization of the transformer architecture in XLM-RoBERTa involves the integration 
of multiple layers of self-attention mechanisms and feed-forward neural networks. Nevertheless, 
XLM-RoBERTa distinguishes itself through its comprehensive pre-training on extensive multilingual 
corpora, encompassing a wide array of languages from various regions across the globe. The model 
undergoes extensive pre-training to acquire diverse and universal representations, enhancing its abil-
ity to comprehend and analyze text in diverse linguistic environments. XLM-RoBERTa’s “cross-lin-
gual” feature allows it to transfer acquired knowledge and representations from one language to an-
other. XLM-RoBERTa acquires the ability to capture universal linguistic features and patterns shared 
among languages through training on multilingual data. For this work, the base variation of the 
model was selected and used for training. 

MURIL 

The multilingual language model known as MURIL has been developed by Google AI with a specific 
emphasis on capturing representations that are specifically designed for Indian languages. MURIL 
stands out from other multilingual models due to its specific emphasis on Indian languages such as 
Hindi, Bengali, Tamil, Telugu, and other languages spoken in the Indian subcontinent. Significant 
variations exist among languages in terms of vocabulary, syntax, morphology, and script systems, 
thereby presenting challenges for conventional multilingual models that may not possess a compre-
hensive understanding of these nuances. The model undergoes training using a comprehensive cor-
pus of textual data encompassing a range of Indian languages to enhance its capacity to comprehend 
and analyze text written in Indian languages. 
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TAMILLION 

TaMillion is a version of the BERT model that has been trained solely on a Tamil corpus. As a result, 
it can comprehend and produce text in the Tamil language alone. This is the second iteration of a 
Tamil language model that was trained with the help of ELECTRA, a resource provided by Google 
Research. A total of 482 megabytes of Wikipedia dumps and 11 gigabytes of IndicCorp Tamil have 
been utilized in the training process of the model as of October 1, 2020. Based on the information 
provided (Rajalakshmi et al., 2023), this model has been pre-trained on a TPU for a total of 224,000 
steps. 

DRAVIDIAN REGION MODELS 

Dravidian region models are exclusively developed and improved by fine-tuning the pre-existing 
BERT model using the monolingual corpus of Dravidian languages, specifically Kannada, Malayalam, 
and Tamil. The work utilized Tamil-Bert, Kannada-Bert, and Malayalam-Bert models from l3cube-
pune and Hugging Face (Joshi, 2022) for their respective languages. 

Optimizer 
AdamW optimizer is used for all the models in this work. An adaptation of the popular Adam opti-
mizer, AdamW optimizer, addresses weight decay’s interaction with adaptive learning rates by adding 
a weight decay mechanism. Weight decay reduces overfitting by adding a component to the optimiza-
tion objective to discourage large weights. This can cause suboptimal performance due to its interac-
tion with the adaptive learning rate mechanism. AdamW separates weight decay from adaptive learn-
ing rate, ensuring it only affects updated parameters. Adam W’s weight decay-Adam optimizer inte-
gration is unique. Traditional weight decay methods penalize high weights and avoid overfitting with 
a regularisation term in the optimization objective. In adaptive optimization algorithms like Adam, 
the weight decay term may disrupt the adaptive learning rate mechanism, resulting in poor perfor-
mance. AdamW solves this by separating weight decay from adaptive learning rate, ensuring that 
weight decay only affects updated parameters. 

CLASSIFIER MODELS 
In this study, downstream classifier models are used to train on embedded data. These models func-
tion as binary classifiers, meaning that they take the embedded data as input and classify them as ei-
ther “Hate” or “Not-Hate.” The training data and the testing data are utilized to evaluate the model’s 
performance. Afterward, the results that were obtained are recorded for analysis. The transformer 
models are utilized as embedded vectors to acquire training and testing data for the classifiers. 

SVM 
Support Vector Machines (SVM) work by finding the optimal hyperplane that separates data points 
from different classes in a multidimensional space, maximizing the margin between the closest 
points, known as support vectors. The goal is to achieve strong performance on unseen data. In this 
investigation, SVM converts embedded data into numerical feature vectors using techniques like Bag-
of-Words or TF-IDF. The Radial Basis Function (RBF) kernel is used to map data into a higher-di-
mensional space, enabling the model to capture non-linear relationships. SVM then categorizes vec-
tors into ‘hate’ and ‘not hate,’ optimizing the hyperplane to maximize separation and minimize classi-
fication errors. The model adjusts parameters, including those specific to the kernel, based on labeled 
data for accurate hate speech detection. 

Decision tree 
The decision tree is a versatile tool in machine learning, widely used for prediction and classification 
tasks. Its main objective is to predict values by deriving decision rules from data attributes. The algo-
rithm operates by having instances start at the root node and progress through nodes based on test 
attributes, moving through branches until they reach a terminal node. At this point, the decision rules 
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provide a final prediction or classification. The adaptability and structured decision-making of the de-
cision tree make it valuable in various fields, including finance and healthcare. 

Random Forest 
Random Forest is a powerful ensemble learning technique commonly used for predictive and classifi-
cation purposes in the field of machine learning. The main goal is to predict the values of instances 
by combining forecasts from various decision trees. An instance starts at the root node of each deci-
sion tree in the forest during operation and moves through the following nodes according to the clas-
sification results from various test attributes. The process involves iterating through all decision trees 
in the forest and determining the final prediction or classification by combining the individual predic-
tions from each tree using voting or averaging methods. The ensemble technique improves the 
model’s accuracy and adaptability abilities, making Random Forest a widely used option for different 
real-world scenarios. 

XGBOOST 
XGBoost is a powerful ensemble learning algorithm widely used for predictive modeling in machine 
learning. Its primary objective is to enhance predictive accuracy by iteratively building a series of 
weak learners, typically decision trees, in a boosting framework. Each successive tree focuses on cor-
recting the errors of its predecessors, improving the model’s performance over time by reducing mis-
classifications. Through this iterative process, XGBoost strengthens the overall model by combining 
the output of multiple trees, leveraging their collective strengths for better accuracy and generaliza-
tion.  

CATBOOST 
CatBoost is an effective ensemble learning algorithm known for its exceptional performance in pre-
dictive modeling tasks in various fields. CatBoost, similar to XGBoost, seeks to improve predictive 
accuracy by creating an ensemble of weak learners, primarily decision trees, in a boosting framework. 
However, one notable difference lies in CatBoost’ ‘s intrinsic ability to handle categorical features 
seamlessly without requiring prior one-hot encoding or label encoding. This advantage makes the 
preprocessing stage easier and can enhance model performance, particularly in situations with high-
dimensional categorical data. Furthermore, the classifier utilizes advanced methods like ordered 
boosting and oblivious trees to enhance predictions and improve model performance. 

IMPLEMENTATION 
The dataset employed in the identification of offensive language comprised code-mixed comments in 
Dravidian languages obtained from the YouTube platform. The HASOC-Offensive Language Identi-
fication track in Dravidian Code-Mix FIRE 2021 supplied the dataset. Over 60,000 comments on 
YouTube were annotated for sentiment analysis and the identification of offensive language. The da-
taset comprises an estimated four thousand comments in Tamil-English, approximately seven thou-
sand in Kannada-English, and around twenty thousand in Malayalam-English (Chakravarthi et al., 
2022).  

Table 1. Dataset statistics 

Language Hate Not hate 
Tamil 9283 28618 
Malayalam 706 17697 
Kannada 1477 4397 
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Table 2. Dataset distribution 

Language Training Testing 
Tamil 33685 4216 
Malayalam 12882 5521 
Kannada 4699 1175 

The dataset comprised five labels: not offensive, non-specific offensive content, offensive content 
directed towards a specific identity group, offensive targeting a specific individual or group, offensive 
targeting others without specifying an identity group or individual. The sixth category, labeled as 
“Not in intended language,” is assigned to comments that are written in a language different from the 
intended one. This work excluded the sixth label. The merging of the offensive labels has resulted in 
a singular label, enabling the task to be approached as a binary classification problem. This approach 
involves differentiating between the categories of Offensive/Hate and Not-Offensive/Not-Hate. 
The statistical data for comments labeled Hate and Not-Hate is displayed in Table 1. The amount of 
data categorized as Not-Hate is considerably larger than the amount categorized as Hate. The divi-
sion of training and testing data in this study was conducted according to the specifications provided 
in Table 2. 

The study employs the Transformer model in the Python programming language to evaluate its effi-
cacy on a dataset containing collaborative tasks. The developers of the machine learning classifier 
models utilize the sklearn2 library. The models under consideration utilize pre-trained embeddings 
and are implemented using the SimpleTransformers (2024) framework in Python 3. The Pandas 
package is used to handle datasets, while the NumPy package is used for array processing needs. The 
experiments are conducted in the cloud environment of Google Colab Jupyter Notebook, utilizing 
T4 and V-100 graphics processing units (GPUs) when performing complex computations. Pandas 
are commonly employed for dataset management, while NumPy is commonly utilized for the execu-
tion of array processing procedures.  

The training epochs are 20 for Tamil, 17 for Malayalam, and 15 for Kannada models, except for the 
Malayalam and Kannada DistilBERT models, which used 20 epochs. To implement the early stop-
ping, a patience of two to four epochs is required. To achieve peak performance, it is necessary to 
use learning rates that are equal to or lower than 2e-5 while simultaneously maintaining previous 
learning. The “gradient_accumulation_steps”:2 training parameter is used to overcome memory limi-
tations that restrict batch size. Batch size training is used to optimize GPU usage, and that training 
parameter is used to optimize GPU utilization. Utilizing this configuration, gradients from two mini-
batches are combined before the model parameters are updated. This results in an increase in the ef-
fective batch size without the need for additional memory utilization. This helps to ensure that train-
ing is stable and may assist in improving convergence. 

 

Figure 3. CatBoost without Grid Search Cross-Validation for MBERT Tamil 
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Figure 4. CatBoost with Grid Search Cross-Validation for MBERT Tamil 

To further optimize the XGBoost classifier’s performance, Grid Search Cross-Validation (GSCV) 
was employed for hyperparameter tuning. This method systematically explores a grid of hyperparam-
eters, such as the number of estimators, maximum tree depth, and learning rate, to identify the best 
combination that maximizes the model’s F1 score. Threefold cross-validation was used, splitting the 
training data into three subsets to assess the model’s performance across various training-validation 
splits. The process of training and evaluating different XGBoost models with varying hyperparame-
ters allowed for fine-tuning the classifier, ultimately enhancing its predictive capability. The optimal 
model, selected based on the highest F1 score, demonstrated improved generalization and accuracy. 

The Grid Search Cross-Validation (GSCV) was also implemented in the CATBoost classifier. This is 
performed to systematically explore the parameter grid and identify the hyperparameters that yield 
the highest accuracy. By employing Stratified k-Fold Cross-Validation, a robust evaluation was en-
sured, avoiding potential biases through the maintenance of class balance across folds. Moreover, in-
corporating early stopping criteria in model training helped prevent overfitting by stopping iterations 
when performance leveled off on a distinct evaluation set. The systematic approach led to the selec-
tion of the most effective model configuration, which improved F1 scores and enhanced predictive 
abilities, as shown in the classification report and confusion matrix in Figure 3 and Figure 4. 
The source code of the implementation is available in Github. 

EVALUATION METRICS 
In order to determine the efficiency of the models when combined with their following classifiers, it 
is essential to assess them using evaluation metrics such as precision, recall, and F1 score. Precision is 
a measure that calculates the proportion of accurate positive predictions out of all the positive pre-
dictions made by the model. It provides valuable information about the model’s capacity to minimize 
false positive predictions, as shown in Eqn. (1). Recall, however, measures the ratio of correctly pre-
dicted positive instances by the model out of all the actual affirmative instances, indicating the 
model’s capability to identify relevant cases. The formula is shown in Eqn. (2). 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑇𝑇𝑇𝑇
(𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹)      (1) 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = 𝑇𝑇𝑇𝑇
(𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹)     (2) 

The F1 score is a mathematical average that combines precision and recall, offering a clear and quan-
titative evaluation of a model’s capacity to accurately classify instances in both positive and negative 
categories. The formula is shown in Eqn. (3). 

𝐹𝐹1𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = 2∗𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃∗𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
(𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃+𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅)

          (3) 
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The dataset presented an imbalance, with a greater proportion of non-offensive content compared to 
offensive content. Hence, the metrics of precision, recall, and F1-score are computed by employing 
the weighted average. This approach guarantees that the impact of each class is accurately repre-
sented, taking into account their support or the number of samples. The preference for a weighted 
F1-score over a simple F1-score arises from its ability to account for the uneven distribution of clas-
ses. This methodology aligns with comparable approaches observed in related studies, demonstrating 
its effectiveness in evaluating the performance of models on datasets with imbalances. 

RESULTS 
Following the completion of preprocessing, the experiment commenced by training all the models 
using the available data. A 70:30 ratio was used to divide the dataset, with 70% of the data allocated 
for training and the remaining 30% for testing. The state of 42 was selected based on its perceived 
optimality. Research has indicated that a learning rate that is equal to or less than 2e-5 produces supe-
rior results in comparison to a learning rate that exceeds 2e-5. Tables 3, 4, and 5 display the outcomes 
of all the models, including the downstream classifier models. Tables 6, 7, and 8 present a summary 
of the precision, recall, and F1 scores of the proposed models. Additionally, these tables offer a com-
parison to the previously published findings for the identical dataset. Due to the imbalanced distribu-
tion of data in the dataset, weighted metrics were suitable for comparing models. The CatBoost gra-
dient boosting classifier model was chosen as part of the proposed approach due to its better han-
dling of categorical features and its ability to produce accurate results. It can also demonstrate faster 
training times when dealing with categorical data and requires less hyperparameter tuning, making it 
more effective with default settings. Furthermore, its use of symmetric trees enables quicker infer-
ence, and it performs better on imbalanced datasets. With efficient GPU support, CatBoost excels in 
these datasets, enhancing both speed and accuracy. To enhance the performance of the CatBoost 
model, a proposed Grid Search Cross-Validation was implemented. For the results, the CatBoost 
with Grid Search Cross-Validation was considered.  

Figures 5, 6, and 7 were used to compare the results of various models and their classifiers. The 
graphs demonstrated that mBERT outperformed other models in Malayalam and Tamil in Precision, 
Recall, and F1-Score. This is because the linguistic characteristics of these languages are closely re-
lated and similar to each other, compared to Kannada. Both the mBERT and Muril models for Kan-
nada demonstrated improved performance. However, when comparing the two models, Muril had a 
slight advantage over mBERT, as it yielded slightly better results in other classifiers. The values high-
lighted in bold font represent the most optimal results that have been achieved. According to the re-
sults of the baseline model evaluation, our proposed method performed better than other options for 
every language examined in this research. 

Table 3. Evaluation metrics for Tamil hate comment detection 

Tamil graph 
Models Classifiers Precision Recall F1-Score 

XLM-RoBERTa SVM 0.94 0.94 0.94 
Decision Tree 0.9 0.9 0.9 
Random Forest 0.92 0.92 0.92 
XGBoost with 
GSCV 0.94 0.94 0.94 

CATBoost with 
GSCV 0.94 0.94 0.94 
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Tamil graph 
Models Classifiers Precision Recall F1-Score 

Tamil-BERT SVM 0.94 0.94 0.94 
Decision Tree 0.91 0.91 0.91 
Random Forest 0.93 0.93 0.93 
XGBoost with 
GSCV 0.94 0.94 0.94 

CATBoost with 
GSCV 0.94 0.94 0.94 

Muril SVM 0.94 0.94 0.94 
Decision Tree 0.91 0.91 0.91 
Random Forest 0.92 0.93 0.93 
XGBoost with 
GSCV 0.94 0.94 0.94 

CATBoost with 
GSCV 0.94 0.94 0.94 

mBERT SVM 0.94 0.94 0.94 
Decision Tree 0.92 0.92 0.92 
Random Forest 0.93 0.93 0.93 
XGBoost with 
GSCV 0.95 0.95 0.95 

CATBoost with 
GSCV 0.94 0.94 0.94 

DistilBERT SVM 0.9 0.9 0.9 
Decision Tree 0.85 0.85 0.85 
Random Forest 0.88 0.88 0.88 
XGBoost with 
GSCV 0.9 0.9 0.9 

CATBoost with 
GSCV 0.9 0.9 0.9 

Tamillion SVM 0.88 0.89 0.88 
Decision Tree 0.83 0.83 0.83 
Random Forest 0.86 0.86 0.86 
XGBoost with 
GSCV 0.9 0.9 0.9 

CATBoost with 
GSCV 0.9 0.9 0.9 

Table 4. Evaluation metrics for Malayalam hate comment detection 
Malayalam graph 

Models Classifiers Precision Recall F1-Score 
XLM-RoBERTa SVM 0.97 0.98 0.97 

Decision Tree 0.98 0.98 0.98 
Random Forest 0.98 0.98 0.98 
XGBoost with 
GSCV 0.98 0.98 0.97 

CATBoost with 
GSCV 0.98 0.98 0.97 
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Malayalam graph 
Models Classifiers Precision Recall F1-Score 

Malayalam-BERT SVM 0.96 0.96 0.94 
Decision Tree 0.95 0.95 0.95 
Random Forest 0.96 0.96 0.96 
XGBoost with 
GSCV 0.96 0.96 0.94 

CATBoost with 
GSCV 0.96 0.96 0.94 

Muril SVM 0.97 0.98 0.97 
Decision Tree 0.98 0.98 0.98 
Random Forest 0.97 0.98 0.97 
XGBoost with 
GSCV 0.97 0.98 0.97 

CATBoost with 
GSCV 0.97 0.98 0.97 

mBERT SVM 0.98 0.98 0.98 
Decision Tree 0.98 0.98 0.98 
Random Forest 0.98 0.98 0.98 
XGBoost with 
GSCV 0.98 0.98 0.97 

CATBoost with 
GSCV 0.98 0.98 0.98 

DistilBERT SVM 0.97 0.97 0.97 
Decision Tree 0.98 0.97 0.97 
Random Forest 0.97 0.97 0.97 
XGBoost with 
GSCV 0.97 0.97 0.97 

CATBoost with 
GSCV 0.97 0.97 0.97 

 

Table 5. Evaluation metrics for Kannada Hate comment detection 

Kannada graph 
Models Classifiers Precision Recall F1-Score 

XLM-
RoBERTa 

SVM 0.81 0.82 0.81 
Decision Tree 0.81 0.81 0.81 
Random Forest 0.81 0.81 0.81 
XGBoost with GSCV 0.81 0.82 0.81 
CATBoost with GSCV 0.81 0.81 0.81 

Kannada-
BERT 

SVM 0.81 0.82 0.82 
Decision Tree 0.81 0.8 0.81 
Random Forest 0.81 0.81 0.81 
XGBoost with GSCV 0.81 0.82 0.82 
CATBoost with GSCV 0.81 0.81 0.81 
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Kannada graph 
Models Classifiers Precision Recall F1-Score 

Muril SVM 0.82 0.82 0.82 
Decision Tree 0.81 0.81 0.81 
Random Forest 0.82 0.82 0.82 
XGBoost with GSCV 0.82 0.82 0.82 
CATBoost with GSCV 0.82 0.83 0.82 

mBERT SVM 0.81 0.82 0.81 
Decision Tree 0.83 0.82 0.82 
Random Forest 0.81 0.82 0.82 
XGBoost with GSCV 0.82 0.82 0.82 
CATBoost with GSCV 0.82 0.82 0.82 

DistilBERT SVM 0.8 0.81 0.8 
Decision Tree 0.81 0.8 0.81 
Random Forest 0.8 0.81 0.8 
XGBoost with GSCV 0.8 0.81 0.8 
CATBoost with GSCV 0.8 0.81 0.81 

Table 6. List of rankings based on F1-Score, Precision, and Recall for Tamil 

Models Precision Recall F1-Score Rank 
Proposed Work - MBERT + CatBoost with 
GSCV  

0.94 0.94 0.94 1 

Deep ensemble framework - DNN, XLM-Roberta, 
Distilbert (Roy et al., 2022) 

0.9 0.9 0.9 2 

MPNet + CNN (Chakravarthi et al., 2023) 0.97 0.76 0.85 3 
Muril + Stemming+ Stopwords Removal 
(Rajalakshmi et al., 2023) 

0.84 0.86 0.84 4 

CNN + XLM-Roberta-base + Custom XLM-
Roberta (Saha et al., 2021) 

0.78 0.78 0.78 5 

Ensemble of mBERT, XLM-Roberta, and ULMFiT 
(Kedia & Nandy, 2021) 

0.75 0.79 0.77 6 

XLM_Roberta + DPCNN (Zhao & Tao, 2021) 0.75 0.77 0.76 7 
mBert and XLM-Roberta (Li, 2021) 0.74 0.77 0.75 8 

Table 7. List of rankings based on F1-Score, Precision, and Recall for Malayalam 

Models Precision Recall F1-Score Rank 
Proposed Work – MBERT + CatBoost with 
GSCV 

0.98 0.98 0.98 1 

MPNet + CNN (Chakravarthi et al., 2023) 0.98 0.97 0.98 1 
CNN + XLM-Roberta-base + mBert-base (Saha et 
al., 2021) 

0.97 0.97 0.97 2 

Ensemble of mBERT, XLM-Roberta, ULMFiT 
(Kedia & Nandy, 2021) 

0.97 0.97 0.97 2 

Ensemble mBert and XLM-Roberta (Jayanthi & 
Gupta, 2021) 

0.97 0.97 0.96 3 
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Models Precision Recall F1-Score Rank 
Customized pre-trained models – Bert, Indicbert, 
XLM-Roberta (Ghanghor et al., 2021) 

0.94 0.95 0.95 4 

mBert and XLM-Roberta (Li, 2021) 0.93 0.94 0.94 5 
XLM_Roberta + DPCNN (Zhao & Tao, 2021) 0.91 0.94 0.92 6 
Deep ensemble framework - DNN, Muril, BERT 
(Roy et al., 2022) 

0.775 0.77 0.769 7 

Table 8. List of rankings based on F1-Score, Precision, and Recall for Kannada 

Models Precision Recall F1-Score Rank 
Proposed Work – Muril + CatBoost with GSCV 0.82 0.83 0.82 1 
MPNet + CNN (Chakravarthi et al., 2023) 0.76 0.75 0.76 2 
Ensemble mBert and XLM-Roberta (Jayanthi & 
Gupta, 2021) 

0.73 0.78 0.75 3 

CNN + mBert-base + Custom XLM-Roberta (Saha 
et al., 2021)  

0.76 0.76 0.74 4 

Ensemble of mBERT, XLM-Roberta, and ULMFiT 
(Kedia & Nandy, 2021) 

0.71 0.74 0.72 5 

Customized pre-trained models – Bert, Indicbert, 
XLM-Roberta (Ghanghor et al., 2021) 

0.7 0.75 0.72 5 

mBert and XLM-Roberta (Li, 2021) 0.7 0.75 0.72 5 

XLM_Roberta + DPCNN (Zhao & Tao, 2021) 0.75 0.74 0.69 6 

 
Figure 5. Evaluation of the effectiveness of models employed for the Tamil language 
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Figure 6. Evaluation of the effectiveness of models employed for the Malayalam language  

 
Figure 7. Evaluation of the effectiveness of models employed for the Kannada language 

FINDINGS AND DISCUSSION 
The evaluation metrics include precision, recall, and 𝐹𝐹1-score, the main factor used for ranking is the 
𝐹𝐹1-score. Prior studies achieved the highest F1 scores of 0.85 in Tamil, 0.98 in Malayalam, and 0.76 
in Kannada. Research for Malayalam has already achieved the benchmark of 0.98, and this research is 
able to produce this result. Since both the native and English-coded comments were used for this re-
search, the results were improved in Tamil and Kannada. 

Roy et al. (2022) surpassed Tamil by 0.9 in terms of F1-score, but they obtained the lowest score in 
Malayalam, with a difference of 0.769. Rajalakshmi et al. (2023) achieved the second-highest score in 
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Tamil, scoring 0.84. The following group (Saha et al., 2021) obtained a score of 0.97 in Malayalam, 
0.74 in Kannada, and 0.78 in Tamil. The proposed approach successfully attained the optimal out-
come for all three languages across all metrics. Based on the tables, the proposed system exhibits su-
perior outcomes in comparison to the other reported results. 

This study helped to prevent or reduce the possibility of the start of cyberbullying and harassment in 
South Indian languages. The present social media has anti-bullying algorithms in their comment sec-
tions. However, it is mostly for English and Hindi languages as the data used to train them were 
hugely different from the dataset used in this study. This could help them to implement the South 
Indian language in the present comment sections. Also, since the study used code-mix data, the pre-
sent English models can be used with the Dravidian models to detect offensive content in the com-
ments, making the detection faster and more accurate. 

A key limitation of this study was the absence of recent or new comments in the dataset, particularly 
affecting the ratio of native to code-mixed comments in Kannada, which was lower compared to 
Tamil and Malayalam. This lack of updated comments introduced challenges when testing on recent 
YouTube data, leading to some inaccuracies in the model’s performance. 

CONCLUSION AND FUTURE WORK 
The study has proposed a deep learning-based method for detecting hateful and offensive content in 
Dravidian text. It is possible to utilize this approach to identify content composed using a blend of 
native and informal code-mix scripts. The framework being proposed employs straightforward pre-
processing techniques, specifically emphasizing the application of stemming to the data to detect of-
fensive content present in the textual data. The models exhibited a notable enhancement in perfor-
mance after the incorporation of stemming techniques and the removal of stopwords. The tokens are 
subjected to normalization through the process of stemming, which leads to a more accurate repre-
sentation of the various tokens comprising the entire text. The morphological analyzer algorithm 
from the IndicNLP library was used to improve stemming (Kunchukuttan, 2020). The method utiliz-
ing a morphological analyzer demonstrates a higher level of significance in terms of performance, 
which can be attributed to the substantial morphological complexity present in the Dravidian lan-
guage. 

The findings of the experimental study indicate that the MuRIL model demonstrates greater efficacy 
compared to alternative language models for Tamil, while the mBERT model exhibits superior per-
formance for Malayalam and Kannada. The combination of these text embedding models with Cat-
Boost as the downstream classifier for data training is the most effective, resulting in weighted F1 
scores of 0.94, 0.98, and 0.82 for Tamil, Malayalam, and Kannada, respectively. The gradient boost-
ing algorithm known as CatBoost effectively integrates predictions from multiple learners and exhib-
its remarkable performance and resilience, particularly when dealing with categorical features. In the 
given task, this classifier demonstrates superior performance compared to other classifiers, rendering 
it a commendable option for attaining high performance without necessitating supplementary cus-
tomization. 

Utilizing a combination of data stemming, data embedding using MuRIL and MBERT, and CatBoost 
with Grid Search Cross-Validation for learning can yield optimal results. The primary objective of 
this research is to investigate the application of stopword removal and stemming techniques in the 
Dravidian script, with a particular focus on their impact on text representation and classification. The 
proposed system demonstrates a high level of accuracy in identifying hate content. The achieved F1 
scores for Tamil, Malayalam, and Kannada were 0.94, 0.98, and 0.82, respectively. The precision val-
ues for Tamil, Malayalam, and Kannada are 0.94, 0.98, and 0.82, while the recall values were 0.94, 
0.98, and 0.83, respectively.  



Arunachalam & Maheswari 

21 

A key limitation of this study was the lack of recent comments in the dataset, which reduced its rele-
vance to real-world scenarios. The Kannada dataset, in particular, had a much lower proportion of 
native-to-code-mixed comments compared to Tamil and Malayalam. This imbalance made it difficult 
to test the model accurately on new YouTube comments, leading to some errors. Additionally, the 
smaller amount of data for Kannada contributed to lower F1 scores for this language compared to 
the others. This data shortage limited the model’s ability to generalize well, highlighting the need for 
more complete datasets in low-resource languages to improve overall performance. 

The findings of this study demonstrate a notable enhancement in comparison to current methodolo-
gies. The subsequent phase involves further augmentation through the incorporation of more spe-
cialized linguistic-based methodologies and the enhancement of stemming techniques. This enhance-
ment is not limited to the three languages aforementioned, but rather extends to other Indian lan-
guages, including Telugu and Gujarati.  
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APPENDIX: SUMMARY OF RECENT STUDIES 

S.no Paper Task Methods Performance 

1. Shanmugasundaram et al. 
(2022). Offensive language 
detection in Tamil YouTube 
comments by adapters and 
cross-domain knowledge 
transfer. 

To develop models for 
identifying offensive lan-
guage in Tamil YouTube 
comments, focusing on 
code-mixed data.  

Machine Learning, 
Fine Tuned Transformers, 
Adapter Transformers 
Performed Cross-domain 
for offensive detection in 
speech using transformers. 

Highest accuracy in 
ML: KNN- 81.651%. 
Transformers: XLM-
RoBERTa (Large)- 
88.532% 

2. (Malik, Cheema, & Ignatov, 
2023). Contextual embed-
dings based on fine-tuned 
Urdu-BERT for Urdu-
threatening content and tar-
get identification.  

Evaluate the Urdu-BERT 
model’s effectiveness in de-
tecting threatening content 
and identifying targets in 
Urdu tweets.  

BERT model for detecting 
threatening content and 
identifying targets in Urdu 
tweets. It utilizes contex-
tual semantic embedding  

87.5% accuracy and 
87.8% F1-score for 
threatening content 
identification and 
82.5% accuracy and 
83.2% F1-score for 
target identification 
task. 

3. 
Molero et al. (2023). Offen-
sive language detection in 
Spanish social media: Test-
ing from bag-of-words to 
transformers models. 

To describe different ma-
chine learning algorithms 
based on Bag-of-Words 
and language models to de-
tect offensive language in 
Spanish messages.  

Automated detection of 
offensive language in 
Spanish social media texts 
using a range of models, 
from classical machine 
learning with Bag-of-
Words to advanced trans-
former-based models.  

The transformer-based 
models, RoBERTuito 
and XLM-RoBERTa, 
obtain the best perfor-
mance, with RoB-
ERTuito achieving an 
F1-Score of 0.9011. 
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S.no Paper Task Methods Performance 

4. 
El-Alami et al. (2022). A 
multilingual offensive lan-
guage detection method 
based on transfer learning 
from transformer fine-tun-
ing model. 

Use the Bidirectional En-
coder Representations 
from Transformers 
(BERT) model to capture 
the semantics and contex-
tual information within 
texts for the Arabic lan-
guage. 

The system consists of 
preprocessing, text repre-
sentation using BERT 
models, and classification 
into offensive and non-of-
fensive categories.  

AraBERT shows an 
accuracy of 90.79% 
and an F1-score of 
93%.  

5. 
Özberk and Çiçekli (2021). 
Offensive language detec-
tion in Turkish tweets with 
Bert models. 

To discuss the use of natu-
ral language processing and 
BERT for offensive lan-
guage detection for the 
Turkish language. 

Trained a BERT-based 
model on a large dataset 
of offensive and non-of-
fensive text to classify of-
fensive language accu-
rately. 

The results showed 
that the BERT model 
outperformed other 
traditional machine-
learning models by ap-
prox. 80% accuracy in 
offensive language de-
tection tasks. 

6. 
Rajalakshmi et al. (2023). H: 
Hate and offensive content 
identification in Tamil using 
transformers and enhanced 
stemming. 

To identify offensive con-
tent in Tamil language 
YouTube comments using 
machine learning and deep 
learning techniques.  

Performed analysis for dif-
ferent approaches: 
 Without sampling, 
With Over Sampling, 
With Under Sampling 

The proposed model 
achieved an F1 score 
of 84% and an accu-
racy of 86% for detect-
ing offensive content 
in Tamil YouTube 
comments. 

7. 
Subramanian, Adhithiya, et 
al., (2022). Detecting offen-
sive Tamil texts using ma-
chine learning and multilin-
gual transformer models. 

To explain the use of ma-
chine learning and multilin-
gual transformer models to 
detect offensive Tamil 
texts.  

To address the imbalance 
in the dataset, techniques 
using the Synthetic Minor-
ity Oversampling Tech-
nique (SMOTE) were em-
ployed. 

The results show that 
BERT, a multilingual 
transformer model, 
performs the best with 
an accuracy of 82% 
compared to other 
models. 

8. 
Hande et al. (2022). Multi-
task learning in under-re-
sourced Dravidian lan-
guages.  

To develop multi-task 
learning for sequence clas-
sification, addressing senti-
ment analysis and offensive 
language detection in code-
mixed YouTube comments 
for Tamil, Malayalam, and 
Kannada.  

The proposed work uses a 
multi-task learning ap-
proach with several pre-
trained multilingual trans-
former models to improve 
the performance of se-
quence classification mod-
els for sentiment analysis 
and offensive language 
identification.  

The highest F1-Score 
for sentiment analysis 
and offensive language 
identification was 
achieved by the 
mBERT model, which 
scored (66.8%, 90.5%), 
(59%, 70%) and 
(62.1%, 75.3%) respec-
tively, for Kannada, 
Malayalam and Tamil. 

9. 
Roy et al. (2022). Hate 
speech and offensive lan-
guage detection in Dravid-
ian languages using deep en-
semble framework. 

The authors propose a 
deep ensemble framework 
that combines traditional 
machine learning, deep 
learning, and transformer-
based models to classify of-
fensive and non-offensive 
code-mixed text. 

DistilBERT, DNN, and 
XLM-RoBERTa for the 
Tamil dataset, and Distil-
BERT, DNN, and m-
BERT for the Malayalam 
dataset. 

Weighted F1-scores of 
0.802 for Malayalam 
and 0.933 for Tamil 
code-mixed datasets. 

10. 
(Malik, Nazarova, et al., 
2023). Multilingual hope 
speech detection: A robust 
framework using transfer 
learning of fine-tuning RoB-
ERTa model. 

To develop a framework 
for Multilingual Hope 
Speech Detection (MHSD) 
using transfer learning and 
fine-tuning of RoBERTa 
models to detect hope 
speech in both English and 
Russian languages.  

RoBERTa model com-
pared the performance of 
the proposed pipeline with 
baselines. Additionally, the 
study compared the fine-
tuned XLM-RoBERTa 
model against nine state-
of-the-art comparable 
models  

94% accuracy and 
80.24% F1-score, out-
performing the nine 
comparable classifica-
tion models 
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11. 
Pillai and Arun (2024). A 
feature fusion and detection 
approach using deep learn-
ing for sentimental analysis 
and offensive text detection 
from code-mix Malayalam 
language. 

To discuss the feature fu-
sion and detection ap-
proach using deep learning 
for sentimental analysis and 
offensive text detection in 
code-mix Malayalam lan-
guage.  

ALBERT tokenization for 
word splitting and feature 
extraction. 
Feature fusion using Shan-
non entropy and a Recur-
rent Neural Network 
(RNN) model. 

The proposed Feature 
fusion +HAN tech-
nique produced accu-
racy - 0.956, Sensitivity 
- 0.939, Specificity - 
0.978 

12. 
Mozafari et al. (2022). 
Cross-lingual few-shot hate 
speech and offensive lan-
guage detection using meta-
learning.  

To focus on cross-lingual 
few-shot hate speech and 
offensive language detec-
tion using a meta-learning 
approach.  

A meta-learning approach 
was proposed to tackle the 
challenge of few-shot hate 
speech and offensive lan-
guage detection in low-re-
source languages.  

Meta-learning-based 
models outperform 
transfer learning-based 
models in a majority of 
cases, and that Proto-
MAML is the best-per-
forming model. 

13. 
Mridha et al. (2021). L-
boost: Identifying offensive 
texts from social media 
posts in Bengali. 

To focus on the develop-
ment of a detection mecha-
nism, L-Boost, designed to 
identify offensive texts 
from social media posts in 
the Bengali language.  

Create and assess the L-
Boost model for offensive 
text identification in Ben-
gali social media posts. 

Proposed L-Boost 
model, which com-
bines modified Ada-
Boost with BERT 
transformer, is shown 
an accuracy of 95.11%. 

14. 
Wadud et al. (2022). How 
can we manage offensive 
text in social media – a text 
classification approach using 
LSTM-BOOST. 

To develop a text classifica-
tion algorithm named 
LSTM-BOOST, which em-
ploys ensemble learning 
with a Long Short-Term 
Memory (LSTM) model  

PCA and LSTM networks 
to each part of the dataset 
to obtain the most signifi-
cant variance and reduce 
the weighted error of the 
weak hypothesis of the 
model. 

The fastText approach 
shows the highest 88% 
for F3 features with 
the fastText feature 
extraction method in 
the proposed LSTM-
BOOST architecture. 

15. 
Lora et al. (2023). A trans-
former-based generative ad-
versarial learning to detect 
sarcasm from Bengali text 
with correct classification of 
confusing text.  

To propose a transformer-
based generative adversarial 
learning approach for de-
tecting sarcasm from Ben-
gali texts. 

Generator and Discrimi-
nator. The architecture in-
volves modifying the ex-
isting GAN-BERT model 
to suit sarcasm detection 
in Bengali. 

The Bangla BERT-
based Generative Ad-
versarial Model 
achieves the highest 
accuracy of 77.1% for 
the “Ben-Sarc” dataset 
and 97.2% for the 
“BanglaSarc” dataset. 

16. 
Mehta et al. (2022). Offense 
detection using BERT and 
CNN.  

To discuss the use of 
BERT and CNN for of-
fense detection in user-gen-
erated content and propose 
a model that combines 
BERT with CNN layers to 
improve accuracy. 

Combines BERT with 
CNN layers to improve 
accuracy.  

Achieved accuracy us-
ing BERT with CNN 
compared to BERT 
without CNN of being 
about 95%. 

17 
Kumar et al. (2021). Detec-
tion of offensive language in 
social networks using LSTM 
and BERT model. 

To detect offensive lan-
guage in social networks 
using deep learning meth-
ods, specifically LSTM and 
BERT models.  

Combination of LSTM 
and BERT models opti-
mized through hyperpa-
rameter tuning. 

LSTM+BERT method 
achieved an accuracy 
of 93%  

18 
Sundar et al. (2022). Hope 
speech detection for Dra-
vidian languages using 
cross-lingual embeddings 
with stacked encoder archi-
tecture. 

To develop a multilingual 
model for detecting hope 
speech in Dravidian lan-
guages using cross-lingual 
embeddings and a stacked 
encoder architecture. 

Traditional and deep 
learning approaches, in-
cluding TF-IDF vectoriza-
tion, SVM, Naive Bayes, 
logistic regression, and Bi-
LSTM  

The model achieved 
an F1-score of 0.61 for 
Tamil and 0.85 for 
Malayalam. 
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19 
Lavanya and Navaneetha-
krishnan (2022). Building 
Tamil text dataset on 
LGBTQIA and offensive 
language detection using 
multilingual BERT. 

To address the lack of 
awareness and connection 
with the LGBTQ commu-
nity in the Tamil language, 
which is limited in terms of 
data and research. 

Explores the use of the 
Multilingual BERT 
(mBERT) model for clas-
sifying the tweets into 
“Offensive” and “Non-
Offensive” categories.  

The mBERT model 
scores F-score of 93% 
for the Non-Offensive 
class and 70% for the 
Offensive class. This 
means that the model 
was able to accurately 
classify 93% of the 
Non-Offensive tweets 
and 70% of the Offen-
sive tweets. 

20 
Chakravarthi et al. (2023). 
Detection of homophobia 
and transphobia in 
YouTube comments. 

To detect homophobic and 
transphobic language in 
YouTube comments using 
machine learning models.  

The study utilized a range 
of machine learning and 
deep learning techniques 
to detect homophobic and 
transphobic content in 
YouTube comments.  

The approximate accu-
racy:  
English - 90%  
Tamil - 83%  
Tamil-English – 79%  

21 
Kumaresan et al. (2023). 
Homophobia and tran-
sphobia detection for low-
resourced languages in so-
cial media comments.  

To detect homophobic and 
transphobic content in so-
cial media comments for 
low-resource languages.  

The research uses a hybrid 
approach, combining tra-
ditional machine learning 
and transformer-based 
models, to detect homo-
phobic and transphobic 
content in social media 
comments.  

The best-performing 
model is XLM-RoB-
ERTa large, which 
achieves an F1-score 
of 0.83 on the Malaya-
lam dataset, 0.77 on 
the Hindi dataset, and 
0.86 on the English 
dataset. 
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