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ABSTRACT 
Aim/Purpose In this study, we aim to investigate the impact of  an important characteristic of  

textual reviews – the diversity of  the review content on review helpfulness. 

Background Consumer-generated reviews are an essential format of  online Word-of-Month 
that help customers reduce uncertainty and information asymmetry. However, 
not all reviews are equally helpful as reflected by the varying number of  helpful-
ness votes received by reviews. From consumers’ perspective, what kind of  con-
tent is more effective and useful for making purchase decisions is unclear. 

Methodology We use a data set consisting of  consumer reviews for laptop products on Ama-
zon from 2014 to 2018. A topic modeling technique is implemented to unveil 
the hidden topics embedded in the reviews. Based on the extracted topics, we 
compute the text diversity score of  each review. The diversity score measures 
how diverse the content in a review is compared to other reviews. 

Contribution In the literature, studies have examined various factors that can influence review 
helpfulness. However, studies that emphasized the information value of  textual 
reviews are limited. Our study contributes to the extant literature of  online 
word-of-mouth by establishing the connection between the diversity of  the re-
view content and consumer perceived helpfulness. 

Findings Empirical results show that text diversity plays an important role in consumers’ 
evaluation of  whether the review is helpful. Reviews that contain more diverse 
content tend to be more helpful to consumers. Moreover, we find a negative in-
teraction effect between text diversity and the text depth. This result suggests 
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that text depth and text diversity have a substitution effect. When a review con-
tains more in-depth content, the impact of  text diversity is weakened. 

Recommendations  
for Practitioners 

For consumers to quickly find the informative reviews, platforms should incor-
porate measures such as text diversity in the ranking algorithms to rank con-
sumer reviews. 

Future Research Future study can extend the current research by examine the impact of  text di-
versity for experienced goods and compare the results with search goods. 

Keywords review helpfulness, text diversity, latent dirichlet allocation, online consumer re-
views 

INTRODUCTION 
Online shopping and e-commerce have been growing rapidly in the past few decades. The total sales 
of  online shopping surpassed $4.2 trillion dollars in 2020 (S. Chevalier, 2022). In an online shopping 
environment, consumers heavily rely on user-generated product reviews to evaluate the quality of  the 
products and mitigate information asymmetry issues. These user-generated online reviews also pre-
sent a unique opportunity for manufacturers and sellers to receive feedback from consumers in a 
shorter period of  time and with a greater volume than using the traditional survey to collect user 
feedback. Manufacturers or sellers can extract useful information from these reviews to improve their 
products or services. However, not all reviews are equally useful and helpful as reflected by the vary-
ing number of  helpfulness votes received by reviews. As illustrated in Figure 1, consumers can vote 
for other consumers’ reviews if  they deem the reviews contain useful information. However, because 
the platform such as Amazon typically lists the reviews with high votes at the top, some potentially 
“good” and “useful” reviews that have not received enough votes may be buried under the large vol-
ume of  reviews. Therefore, it is important to identify potentially helpful reviews that have a great in-
fluence on consumers’ choice. In the literature, studies have examined various factors that can influ-
ence online review valence (i.e., the average review rating) and helpfulness (Ghose & Ipeirotis, 2010; 
Liu et al., 2008; Pan & Zhang, 2011; J. P. Singh et al., 2017). However, studies that emphasized the 
information value of  textual reviews are limited. In this study, we aim to investigate an important 
characteristic of  textual reviews – the diversity of  the review content. We consider a review has high 
text diversity when the review discussed several aspects of  the products, or discussed rare aspects of  
the products (i.e., aspects that are not discussed often in other reviews). In Table 1, the left review 
discussed several aspects of  the product including battery life, screen quality, and keyboard, while the 
right review mostly discussed the support of  the product. Because longer reviews tend to discuss 
more aspects of  the products, we include text depth in our analysis. Text depth measures the length 
of  the review. When two reviews discussed the same aspects of  the products, the longer review tends 
to contain in-depth information about these aspects. 

 
Figure 1: Review Helpfulness 
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In our study, topic modeling method is used to extract the hidden aspects (hereafter referred to as 
topics) embedded in the consumer reviews. Topic modeling is a probabilistic generative model that 
has been widely explored in text mining. In business research community, more and more studies are 
employing the topic modeling method to extract useful information from large and unstructured tex-
tual data (Bao & Datta, 2014; Ghose & Ipeirotis, 2010; Gong et al., 2018; P. V. Singh et al., 2014). In 
this study, we implement a popular technique in topic modeling – Latent Dirichlet Allocation (LDA) 
(Blei et al., 2003) to process consumer reviews. We choose LDA because many empirical studies have 
validated LDA’s capability of  extracting semantically meaningful topics from textual documents 
(Boyd-Gradber et al., 2014; Chang et al., 2009; Mimno et al., 2011). LDA is an unsupervised topic 
model that identifies “abstract topics in a collection of  documents” (Aaron et al., 2020), which does 
not require prior knowledge of  the topics in the documents. LDA assumes that each document con-
sists of  a set of  latent topics, and each topic consists of  a set of  words. By examining the co-occur-
rence of  words at the review level, the methods can summarize the common topics in the reviews. 
After extracting the hidden topics, we then use Tao’s coefficient measure (Rao, 1982) to calculate the 
text diversity of  the topics. Empirical results show that an increase in text diversity significantly in-
creases the helpfulness of  the review. Moreover, we find a negative interaction effect between text 
diversity and text depth. This result suggests that text depth and text diversity have a substitution ef-
fect. When a review contains more in-depth contents, the impact of  text diversity is weakened. 

Table 1: High Text Diversity versus Low Text Diversity 
Only had this computer for a few days so perhaps it’s 
too early to rate but so far I’m very pleased. It’s very 
slim and lightweight. The set up was super easy. It 
boots up almost instantly. The key board is easy to ma-
neuver. The built in mouse pad works extremely well. 
The screen quality is very good & the monitor is 
bright. I only use it for basic things like email, social 
media, research, on line shopping, etc so it fits my 
needs perfectly. The battery life is decent. It came 
loaded with Windows 11 which is great but unfortu-
nately Windows 11 is not compatible with my printer. 
The tradeoff is that Windows 11 is far superior to Win-
dows 10 in all other respects. The test will be to see 
how long it all holds up. I’m optimistic though! 

When I turned it on and signed in I could not make 
a desktop icon. Not a big deal, but there was no in-
formation on the internet on how to fix it besides 
making a custom shortcut. But in doing so you don't 
get the icon. so instead of making a custom icon for 
something i bought brand new I contacted support. 
it took me almost an hour to actually talk to a person, 
it took the person 12 minutes to before they actually 
gave me half a response related to my issue. They 
stated that it was a software issue and I needed to 
contact their Smart Friend support. You need to pay 
for that service. So the brand new laptop i had just 
opened without installing anything on it had a soft-
ware problem they wouldn't try and resolve without 
me paying for help.  

A review with high text diversity A review with low text diversity 

 

LITERATURE REVIEW 
Our paper is closely related to the stream of  studies about Online Word-of-Mouth. Since we use text 
mining techniques to process consumer reviews, we also review the studies in information systems 
that utilized text mining methods. Lastly, we aim to investigate the information value of  consumers 
reviews by measuring the diversity of  review content, thus we review the methods related to text di-
versity proposed in the previous studies. 

ONLINE WORD-OF-MOUTH  
With the popularity of  social networks and information sharing, consumers have greater incentives 
to share their opinions and evaluation about products and services online. Online Word-of-Mouth 
information has a significant impact on customers’ purchase decisions (Chen et al., 2015). Consumer-
generated reviews are a popular format of  Online Word-of-Mouth. There is a rich body of  literature 
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that examines the impact of  consumer reviews on product sales and product rating in different set-
tings (J. A. Chevalier & Mayzlin, 2006; Chintagunta et al., 2010; Elwalda et al., 2016; Floyd et al., 
2014; Zhu & Zhang, 2010).  

Besides sales and rating, another important aspect is perceived helpfulness of  a review, which is an 
indicator of  the usefulness and effectiveness of  the review. Previous studies have examined various 
factors that affect the perceived helpfulness. From the reviewer aspect, different types of  peripheral 
cues for reviewer’s credibility were reported to affect the consumers’ evaluation of  review helpfulness 
(Baek & Choi, 2012). Forman et al. (2008) found that when the reviewer disclosed their identity in-
formation, the review would get more helpful votes than those without reviewer’s identity disclosure. 
Ghose and Ipeirotis (2010) reported a positive relationship between review helpfulness and the total 
number of  past reviews posted by the reviewer. However, Huang et al. (2015) argued that reviewer 
experience was not a significant predictor of  helpfulness. Karimi and Wang (2017) examined re-
viewer’s profile image and found a positive relationship with review helpfulness. From the review as-
pect, previous studies examined sentiment, stylistic and semantic characteristics of  review content. 
Mudambi and Schuff  (2010) reported that the review rating extremity significantly affected the per-
ceived helpfulness of  the review, and the magnitude of  the effect varied between experience products 
and search products. C. Wu et al. (2015) observed that reviews with positive sentiment had higher 
helpful votes than reviews with negative sentiment. Yin et al. (2014) suggested that anxiousness emo-
tion conveyed by the review content leaded to higher perceived helpfulness than anger emotion. 
Schindler and Bickart (2012) found that stylistic characteristics of  review content such as spelling, 
grammatical errors, expressive slang and humor significantly affected review helpfulness. In addition, 
review length and readability were reported to affect review helpfulness (Korfiatis et al., 2012; 
Mudambi & Schuff, 2010). Hong et al. (2017) provided a comprehensive review of  the literature re-
garding the determinants of  review helpfulness from both the reviewer and review perspectives. In 
this study, we focus on the information value of  review content. We measure the diversity of  the top-
ics discussed in the reviews. To the best of  our knowledge, no previous study has investigated the im-
pact of  text diversity on review helpfulness. Empirical results in our study show that text diversity is 
an indicator of  the information value embedded in the reviews and positively associated with review 
helpfulness.  

TEXT MINING 
More and more studies in business research community have recently begun to apply text mining 
methods to analyze textual data. Gu et al. (2007) used text mining techniques to measure the quality 
of  users’ postings in online virtual communities. Ghose and Ipeirotis (2010) extracted text-based fea-
tures from online reviews by applying text mining techniques. Ghose et al. (2012) used text mining 
and image classification techniques to recommend products that provide the best value. Moreno and 
Terwiesch (2014) used text mining techniques to encode the verbal praise left by previous buyers in 
an online software development community to study the effect of  reputation systems on market out-
come. In this study, we use a popular technique – Latent Dirichlet Allocation (LDA) topic modeling 
(Blei et al., 2003) from text mining to process consumer reviews. LDA has been used to automatically 
extract and summarize information from various types of  textual data. P. V. Singh et al. (2014) ex-
tracted the textual characteristics related to the quality and the sentiment from blog postings in an en-
terprise blogosphere. Gong et al. (2018) used LDA to calculate the ambiguity of  the search advertis-
ing results related to keywords. Bao and Datta (2014) applied LDA on firms’ financial reports to sim-
ultaneously discover and quantify risk types. LDA is an unsupervised generative probabilistic model 
which assumes that each consumer review consists of  a set of  latent topics and each topic consists 
of  a set of  words. The process of  LDA to generate a consumer review is illustrated as follows. For 
each review document, a Dirichlet distribution with parameter 𝛼𝛼 is used to generate a T-vector 𝜃𝜃𝑑𝑑 
that represents the review’s mixture distribution of  topics. Each component of  𝜃𝜃𝑑𝑑 represents the 
contribution of  a topic 𝑖𝑖 to the review. T represents the total number of  topics in the corpus, which 
is predefined by the user.  For each word position in the review, a specific topic 𝑗𝑗 is sampled from 𝜃𝜃𝑑𝑑 
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as a categorical distribution. For the selected topic 𝑗𝑗,  a Dirichlet distribution with parameter 𝛽𝛽 is 
used to generate a V-vector 𝜃𝜃𝑦𝑦 that represents the document’s mixture distribution of  topics. V rep-
resents the total number of  vocabularies in the corpus. Each component of  𝜃𝜃𝑦𝑦 represents the proba-
bility that a topic contains a certain word. A word is sampled according to 𝜃𝜃𝑦𝑦, and this process con-
tinues until all the words in the document are generated. By applying LDA technique, we can get a 
distribution of  topics embedded in each review. 

MEASURING TEXT DIVERSITY 
Diversity is an important instrument that has been widely used in sociology and linguistics (Gibbs & 
Martin, 1962; Lieberson, 1969). In recommender systems and search engine retrieval, diversified re-
sults are considered more informative and useful to help consumer mitigate information overload 
than highly homogeneous results (Boim et al., 2011; Drosou & Pitoura, 2012; Hurley & Zhang, 
2011). In the text mining area, several studies have proposed approaches to measure topical diversity 
of  documents, which indicates how diverse a text document is relative to other documents in a cor-
pus (Azarbonyad et al., 2017; Bache et al., 2013; Derzinski & Rohanimanesh, 2014; Liang et al., 
2014). Most of  these approaches first extract topics from documents using topic modeling tech-
niques and then estimate the diversity of  documents using the extracted topics. Diversity is an im-
portant indicator of  the information value of  a document. In this study, we follow the approach in 
Bache et al. (2013) to measure the diversity of  a review, which used Rao’s coefficient (Rao, 1982) to 
calculate the text diversity after topics are extracted. In particular, given the topic distribution of  a re-
view 𝑑𝑑, we define the text diversity as: 

 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷(𝑑𝑑) = ∑ ∑ 𝑝𝑝𝑖𝑖𝑖𝑖𝑝𝑝𝑗𝑗𝑗𝑗𝛿𝛿(𝑖𝑖, 𝑗𝑗)𝑇𝑇
𝑗𝑗=1

𝑇𝑇
𝑖𝑖=1  (1) 

where T is the number of  topics; 𝑝𝑝𝑖𝑖𝑖𝑖 and 𝑝𝑝𝑗𝑗𝑗𝑗 are the contribution of  topics 𝑖𝑖 and 𝑗𝑗 to review 𝑑𝑑 re-
spectively, and 𝛿𝛿(𝑖𝑖, 𝑗𝑗) is the dissimilarity of  topics 𝑖𝑖 and 𝑗𝑗, which is computed as follows: 

 𝛿𝛿(𝑖𝑖, 𝑗𝑗) = 1 − 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑃𝑃𝑖𝑖,𝑃𝑃𝑗𝑗) (2) 

where 𝑃𝑃𝑖𝑖 = [𝑝𝑝𝑖𝑖1,𝑝𝑝𝑖𝑖2, … ,𝑝𝑝𝑖𝑖𝑖𝑖] and 𝑃𝑃𝑗𝑗 = [𝑝𝑝𝑗𝑗1,𝑝𝑝𝑗𝑗2, … ,𝑝𝑝𝑗𝑗𝑗𝑗]. 𝑃𝑃𝑖𝑖 and 𝑃𝑃𝑗𝑗 are two vectors consisting of  the 
contribution of  topic 𝑖𝑖 and topic 𝑗𝑗 in all reviews. 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑃𝑃𝑖𝑖,𝑃𝑃𝑗𝑗) is the cosine similarity of  the 
two vectors. Cosine similarity is a common measure for similarity between two non-zero vectors. The 
dissimilarity of  the two topics is then the cosine distance of  their vectors. Intuitively, text diversity 
score indicates how dissimilar the topics covered in the review are based on the words assigned to 
them. If  a review contains two topics far away from one another, the review gets a high diversity 
score. If  a review contains relatively close topics, or a large proportion of  words is assigned to a sin-
gle topic, the review gets a lower diversity score. 

HYPOTHESIS DEVELOPMENT 
Consumers suffer from heavy information overload and information asymmetry issues in an online 
environment (Houser & Wooders, 2006). Effective information can help consumers reduce uncer-
tainty and thus relieve information asymmetry. Consumer-generated reviews are an essential source 
of  information that consumers can easily and readily access. What kind of  information is more valu-
able to consumers to reduce product uncertainty? Ross (2016) defines information as “knowledge, 
after which one receives and processes, that changes, in an uncertainty changing way, their ex-ante 
probability distribution regarding a set of  propositions or states”. In this regard, information is more 
valuable when the content is less predictable. For instance, reviews that contain different topics from 
other reviews may change consumers’ perception about the products. Fresneda and Gefen (2019) re-
ported that when a review contains different information from the seller’s description, the review 
tends to be more helpful. In addition, several studies reported that the informativeness of  reviews 
are associated with the number of  attributes about products discussed in the reviews (Sun et al., 
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2019; Srivastava & Kalro, 2019). In this study, we investigate an important characteristic of  consumer 
reviews – the text diversity of  the reviews. The text diversity takes into account both the number of  
topics and the dissimilarity among topics. Our first hypothesis is: 

Hypothesis 1 (H1): Text diversity has a positive relationship with review helpfulness.  

The depth of  the review content (as measured by the number of  words or characters included in a 
review) also affects the informativeness of  the review. When two reviews discussed same aspects of  
the products, the longer review tends to contain more detailed and in-depth information about these 
aspects, and thus it is considered more informative (Mudambi & Schuff, 2010). Liang et al. (2019) re-
ported that review depth has a positive relationship with review helpfulness.  Both text diversity and 
depth can alleviate consumers’ uncertainty. However, the relationship between these two are still not 
clear. In this study, we use the number of  words to measure the text depth of  a review, and we posit 
that there is an interaction effect between the text depth and text diversity. We propose the following 
two hypotheses: 

Hypothesis 2 (H2): Text depth has a positive relationship with review helpfulness.  

Hypothesis 3 (H3): The impact of  text diversity on review helpfulness is moderated by text depth.  

In addition to text diversity and text depth, we control the following variables in the model: (1) The 
posting order. To account for the bias of  posting order, we calculate the number of  days between the 
first review of  the product and the focal review (Num_Days). We take the log of  this variable to take 
into account the diminishing return of  the impact of  this variable. (2) The total number of  reviews 
of  each product (Num_Reviews). This variable accounts for the bias that different products vary in the 
number of  reviews received. we use the log of  this variable in the model. (3) The sentiment of  the 
review. We use the star ratings of  a product given by the reviewer (Num_Stars) as a cue of  the senti-
ment of  the review. The variable is a 5-scale rating, and a review is considered to convey negative in-
formation if  the rating is close to 1. With a rating of  5, a review is considered to convey positive in-
formation. (4) Credibility of  the reviewer. We use whether the reviewer is a verified buyer (Veri-
fied_Buyer) to account for the reviewer’s credibility. (5) Whether a review contains photos of  the prod-
uct (Has_photos). A review with product photos is likely to be more informative to the consumers. 
Hence, we include this control variable in the model.  

METHODS 

DATA 
To test our hypotheses, we use a data set consisting of  the consumer reviews on Amazon.com for 
laptop products from 2014 to 2018. For each review, the data set comprises product-specific infor-
mation and review-specific information. We implement the following steps to preprocess the data: 
(1) removing low-performance products, defined as receiving less than five reviews during the four-
year time window; (2) removing products that contain zero helpful reviews, defined as receiving at 
least one helpful vote during the four-year time window; and finally (3) removing reviews that are too 
short (less than 10 words). The resultant data include 1,101 unique products and 26,611 review rec-
ords. On average, each product gets 24.16 consumer reviews and 9.53 helpful reviews (i.e., reviews 
that received at least one helpful vote from other consumers). At the review level, on average, each 
review has 152.07 words and 5.32 helpful votes. The key statistics of  variables are reported in Table 
2. 
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LATENT DIRICHLET ALLOCATION MODEL 
Latent Dirichlet Allocation Model (LDA) is applied to extract meaningful topics from the reviews. 
First, we convert the consumer reviews into a corpus using the following steps: 

1. Remove all the punctuation characters and common stop words in English. 
2. Change all the review texts to be lower-cased. 
3. Transform review texts to bag-of-words (BoW) representations. 
4. Detect bigram and trigram in the review texts. 
5. Lemmatize the words to keep only nouns, adjectives, verbs, and adverbs. 

Table 2: Summary Statistics 

Variable Obs Mean SD Min Max 
Product Level 

Num_Reviews 1,101 24.16 42.44 5 513 
Num_HelpfulReviews 1,101 9.53 15.13 1 172 

Review Level 
Helpful_Dummy 26,611 0.39 0.48 0 1 

Helpfulvotes_Ratio 26,611 0.04 0.12 0 1 
Diversity 26,611 0.63 0.15 0.08 1 

Num_Stars 26,611 3.89 1.39 1 5 
Has_Photos 26,611 0.02 0.14 0 1 

Verified_Buyer 26,611 0.80 0.39 0 1 
Num_Days 26,611 258.63 243.60 0 1597 

Depth 26,611 152.07 235.74 10 4608 

After processing the data, we use Gensim’s LDA module to implement the LDA model for our data 
set. LDA requires that the user specifies the number of  topics. Following the literature, we use the 
coherence score to determine the optimal number of  topics for our consumer reviews corpus (Ste-
vens et al., 2012). The higher the coherence score, the better the LDA model results are. For practical 
purposes, we consider there are maximum 30 topics in the corpus. Then we run 30 LDA models with 
the number of  topics from 1 to 30. Figure 2 illustrates the relationship between the coherence score 
and the number of  topics of  the LDA model. 15 topics yield the best results based on the coherence 
score. Therefore, we choose the number of  topics to be 15. 

 
Figure 2: Coherence score and number of  Topics 
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LDA model generates two outputs: (1) the distribution of  topics for each review. (2) the words as-
signed to each topic. Table 3 lists the 15 topics extracted from the reviews along with the keywords 
associated with each topic. The topics summarize different aspects of  the products that consumers 
care about. For instance, topic 6 contains keywords such as “Buy, Return, Support”, which is related 
to customer service. Topic 11 contains keywords such as “Battery, Life, Hour”, which is related to the 
quality of  the battery. After getting the distribution of  topics for each review, we use the formula in 
Equation (1) to calculate Text Diversity for each review. 

Table 3: Topics and Keywords 

Topics Keywords 
1 keyboard, touch, button, key, mouse 
2 Chromebook, chrome, android, extension, device 
3 purchase, good, price, work, product 
4 drive, hard, memory, USB, port 
5 game, play, run, gaming, graphic 
6 buy, return, time, support, work 
7 performance, processor, model, review, much 
8 Screen, good, display, touch, quality 
9 window, update, software, driver, system 
10 ThinkPad, flicker, plate, damage, prompt 
11 battery, life, hour, power, light 
12 video, web, internet, watch, email 
13 cloud, steam, gold, solder, behave 
14 MacBook, apple, pro, air, make 
15 use, buy, love, fast, work 

 

RESULTS OF HYPOTHESIS TESTING 
To examine the impact of  text diversity on review helpfulness, we estimated the following empirical 
model with three rounds of  regression analysis. 

𝑌𝑌𝑖𝑖𝑖𝑖 = 𝛽𝛽0 + 𝛽𝛽1𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 + 𝛽𝛽2𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷ℎ + 𝛽𝛽3𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷ℎ ∗ 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 

+𝛽𝛽4𝐻𝐻𝐻𝐻𝐻𝐻_𝑝𝑝ℎ𝑜𝑜𝑜𝑜𝑜𝑜 +  𝛽𝛽5𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉_𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 + 𝛽𝛽6𝑁𝑁𝑁𝑁𝑁𝑁_𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 

+ 𝛽𝛽7 𝑙𝑙𝑙𝑙𝑙𝑙(𝑁𝑁𝑁𝑁𝑁𝑁_𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) + 𝛽𝛽8 𝑙𝑙𝑙𝑙𝑙𝑙(𝑁𝑁𝑁𝑁𝑁𝑁_𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅) + 𝜀𝜀𝑖𝑖𝑖𝑖 (3) 

The dependent variable 𝑌𝑌𝑖𝑖𝑖𝑖 represents the helpfulness of  review 𝑖𝑖 about product 𝑗𝑗. We examined two 
measures for 𝑌𝑌𝑖𝑖𝑖𝑖 : Helpful_Dummy and Helpfulvotes_Ratio. Helpful_Dummy is equal to 1 if  a review re-
ceived at least one helpful vote. This measure can differentiate reviews that never received any votes 
from reviews that received at least one vote. However, it loses the information about the total num-
ber of  helpful votes a review received. Therefore, we also used Helpfulvotes_Ratio to measure the re-
view helpfulness. Helpfulvotes_Ratio equals the number of  helpful votes received by the review divided 
by the total number of  helpful votes received by the product. To estimate the parameters in Equation 
(3), we used three regression models. In model (1), we used Helpful_Dummy as the dependent variable. 
Because Helpful_Dummy is a binary variable, we conducted a logistic regression. In model (2), we used 
Helpfulvotes_Ratio as the dependent variable and conduct a regular OLS regression. Because the values 
of  Helpfulvotes_Ratio are between 0 and 1, we ran a binomial regression model in model (3). Binomial 
regression is a common method to model proportion data. The results are summarized in the Table 
4. All the analyses are performed in Python 3 using Google Colaboratory. 

The results of  regression analysis are presented in Table 4. Hypothesis H1 is supported. In particular, 
text diversity has a significant positive effect on the probability that a review received at least one 
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helpful vote (i.e., Helpful_Dummy) and the ratio of  the helpful votes among other reviews (i.e., Helpful-
votes_Ratio). This result confirms that consumers care about the diversity of  the review content when 
evaluating the review’s usefulness. We also find that the text depth measured by the number of  words 
in a review positively impacts both measures of  helpfulness. Therefore, our hypothesis H2 is sup-
ported.  Moreover, text diversity and text depth have a negative interaction, which supports hypothe-
sis H3. This suggests that consumers care about both the breadth and depth of  the review contents.  
If  a review contains in-depth information, consumers are more lenient about the diversity of  the 
contents. Additionally, whether the reviewer is verified (Verified_Buyer) and whether the review con-
tains photos (i.e., Has_Photos) are positively correlated with both measures of  review helpfulness. The 
posting order measured by the number of  days since the first review negatively affects both review 
helpfulness measures. However, we find that rating does not have a significant impact on helpfulness 
votes ratio but has a negative impact with a low significance level on whether a review receives at 
least one helpful vote. In previous studies, the effect of  ratings on helpfulness was not conclusive 
(Pan & Zhang, 2011; Racherla & Friske, 2012; P. F. Wu, 2013). 

Table 4: Results of  Regression Analyses 

 Model (1) Model (2) Model (3) 
Dependent Varia-
ble methods 

Helpful_Dummy 
Logistic Regression 

Helpfulvotes_Ratio 
Linear Regression 

Helpfulvotes_Ratio 
Binomial Regression 

Diversity 2.822 *** 
(0.149) 

0.021 *** 
(0.006) 

2.704 *** 
(0.306) 

Depth 0.019 *** 
(0.001) 

0.0003 *** 
(0.00004) 

0.010 *** 
(0.001) 

Diversity* Depth -0.018 *** 
(0.001) 

-0.0002 *** 
(0.00005) 

-0.010 *** 
(0.002) 

Has_Photos 1.512 *** 
(0.128) 

0.049 *** 
(0.006) 

0.739 *** 
(0.160) 

Verified_Buyer 0.097 * 
(0.040) 

0.013 *** 
(0.002) 

0.278 *** 
(0.079) 

Num_Stars -0.116 *** 
(0.011) 

-0.0003 
(0.00001) 

0.008 
(0.026) 

log(Num_Reviews) 0.033 ** 
(0.012) 

-0.022 *** 
(0.001) 

-0.906 *** 
(0.038) 

log(Num_Days) -0.653 *** 
(0.014) 

-0.033 *** 
(0.001) 

-0.455 *** 
0.017) 

Significance levels: *** at 0.001, ** at 0.01, * at 0.05. 

Robust standard errors are reported in parentheses. 

DISCUSSION  
The results of  our study show that text diversity plays an important role in consumers’ evaluation of  
whether a review is helpful. Reviews that contain more diverse content tend to be more helpful, thus 
more informative to consumers. The diversity is measured from two aspects: the breadth of  the in-
formation (i.e., number of  topics) and the uniqueness of  the information (i.e., dissimilarity among 
topics). Previous research that studied the relationship between review text and helpfulness primarily 
focused on the sentiment conveyed by the text or the stylistic characteristics of  the text (Mudambi & 
Schuff, 2010; Schindler & Bickart, 2012; C. Wu et al., 2015; Yin et al., 2014). Our findings add to pre-
vious research by showing a new antecedent of  review helpfulness that deals with the semantic char-
acteristics of  reviews – the diversity of  the review content compared to other reviews. Consistent 
with the findings in previous studies, we show that text depth is positively associated with review 
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helpfulness (Liang et al., 2019; Mudambi & Schuff, 2010). However, our analysis reveals that the pos-
itive effect of  text depth is moderated by text diversity. In particular, we find a negative interaction 
effect between text diversity and text depth. While both text depth and text diversity affect the in-
formativeness of  reviews and help customers reduce the product uncertainty, text depth and text di-
versity have a substitution effect. When consumers are satisfied with the depth of  the information, 
they are more lenient about the diversity of  the information.  

CONCLUSION  
Customer reviews carry important signals from consumers to sellers and manufacturers. Proper ex-
traction of  information from the reviews helps sellers better understand what consumers care about 
and further make appropriate decisions in improving products. From consumers’ perspective, what 
kind of  information is more effective for them to make purchase decisions is unclear. This study uses 
the topic modeling technique to extract the hidden topics underlying the last volume of  review texts. 
Based on the extracted topics, we compute the text diversity score of  each review. The diversity score 
measures both the breadth of  the information (i.e., number of  topics) and the uniqueness of  the in-
formation (i.e., dissimilarity among topics) in a review. We show that diversity is an important indica-
tor of  the informativeness and effectiveness of  a review. 

This study contributes to the extant literature of  online word-of-mouth by establishing the connec-
tion between the diversity of  the review content and consumer perceived helpfulness. This study also 
makes several practical contributions. First, manufacturers or sellers can apply topic modeling tech-
nique and text diversity measure to obtain the distribution of  topics in the consumer reviews and the 
dissimilarity among topics. In doing so, they can quickly grasp the aspects of  the products that con-
sumers care about most. Second, for consumers to quickly find the informative reviews, platforms 
should incorporate measures such as text diversity in the ranking algorithms to rank consumer re-
views. 

Like other research studies, this study is subject to some limitations. First, we use the consumer re-
views for laptop category in our empirical study. Laptops belong to search goods because it is rela-
tively easy to find product features online. Future study can extend the current research by examine 
the impact of  text diversity for experienced goods and compare the results with search goods. Sec-
ond, we use LDA topic modeling technique to extract the hidden topics in reviews and the cosine 
similarity in calculating the diversity. Future study can explore other topic modeling methods and 
similarity measures. 
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