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ABSTRACT 
Aim/Purpose The primary purpose of  this study is to provide a cost-effective and artificial 

intelligence enabled security solution for IoT enabled healthcare ecosystem. 
It helps to implement, improve, and add new attributes to healthcare services. 
The paper aims to develop a method based on an artificial neural network 
technique to predict suspicious devices based on bandwidth usage. 

Background COVID has made it mandatory to make medical services available online to 
every remote place. However, services in the healthcare ecosystem require 
fast, uninterrupted facilities while securing the data flowing through them. 
The solution in this paper addresses both the security and uninterrupted ser-
vices issue. This paper proposes a neural network based solution to detect 
and disable suspicious devices without interrupting critical and life-saving 
services.  

Methodology This paper is an advancement on our previous research, where we performed 
manual knowledge-based intrusion detection. In this research, all the experi-
ments were executed in the healthcare domain. The mobility pattern of  the 
devices was divided into six parts, and each one is assigned a dedicated slice. 
The security module regularly monitored all the clients connected to slices, 
and machine learning was used to detect and disable the problematic or sus-
picious devices. We have used MATLAB’s neural network to train the dataset 
and automatically detect and disable suspicious devices. The different net-
work architectures and different training algorithms (Levenberg–Marquardt 
and Bayesian Framework) in MATLAB software have attempted to achieve 
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more precise values with different properties. Five iterations of  training were 
executed and compared to get the best result of  R=99971. We configured the 
application to handle the four most applicable use cases. We also performed 
an experimental application simulation for the assessment and validation of  
predictions. 

Contribution This paper provides a security solution for the IoT enabled healthcare sys-
tem. The architectures discussed suggest an end-to-end solution on the sliced 
network. Efficient use of  artificial neural networks detects and block suspi-
cious devices. Moreover, the solution can be modified, configured and de-
ployed in many other ecosystems like home automation. 

Findings This simulation is a subset of  the more extensive simulation previously per-
formed on the sliced network to enhance its security. This paper trained the 
data using a neural network to make the application intelligent and robust. 
This enhancement helps detect suspicious devices and isolate them before 
any harm is caused on the network. The solution works both for an intrusion 
detection and prevention system by detecting and blocking them from using 
network resources. The result concludes that using multiple hidden layers and 
a non-linear transfer function, logsig improved the learning and results. 

Recommendations  
for Practitioners 

Everything from offices, schools, colleges, and e-consultation is currently 
happening remotely. It has caused extensive pressure on the network where 
the data flowing through it has increased multifold. Therefore, it becomes 
our joint responsibility to provide a cost-effective and sustainable security so-
lution for IoT enabled healthcare services. Practitioners can efficiently use 
this affordable solution compared to the expensive security options available 
in the commercial market and deploy it over a sliced network. The solution 
can be implemented by NGOs and federal governments to provide secure 
and affordable healthcare monitoring services to patients in remote locations. 

Recommendations  
for Researchers  

Research can take this solution to the next level by integrating artificial intelli-
gence into all the modules. They can augment this solution by making it com-
patible with the federal government’s data privacy laws. Authentication and 
encryption modules can be integrated to enhance it further.  

Impact on Society COVID has given massive exposure to the healthcare sector since last year. 
With everything online, data security and privacy is the next most significant 
concern. This research can be of  great support to those working for the se-
curity of  health care services. This paper provides “Security as a  Solution”, 
which can enhance the security of  an otherwise less secure ecosystem. The 
healthcare use cases discussed in this paper address the most common secu-
rity issues in the IoT enabled healthcare ecosystem. 

Future Research We can enhance this application by including data privacy modules like au-
thentication and authorisation, data encryption and help to abide by the fed-
eral privacy laws. In addition, machine learning and artificial intelligence can 
be extended to other modules of  this application. Moreover, this experiment 
can be easily applicable to many other domains like e-homes, e-offices and 
many others. For example, e-homes can have devices like kitchen equipment, 
rooms, dining, cars, bicycles, and smartwatches. Therefore, one can use this 
application to monitor these devices and detect any suspicious activity. 
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INTRODUCTION 

Healthcare is the backbone of  any country, and it empowers the economy and population. Access to 
the standard healthcare system is the fundamental right of  any citizen, and securing the individual’s 
healthcare data is equally important. The growing usage of  healthcare services and its high depend-
ence on telecom and the internet becomes equally essential to secure its ecosystem. With massive ex-
posure to healthcare and the economic disruption caused by COVID-19 in 2020 and 2021, it be-
comes crucial for us to analyse and secure the data utilised and find a sustainable solution. COVID-
19 has made remote working a new normal. Everything from offices, schools, colleges, and consulta-
tions is currently happening remotely, and it has caused extensive pressure on the network where the 
data flowing through it has increased multifold. Excessive data in the air and on the wire has opened 
a pandora’s box for us and bliss for black hat hackers. Managing this data is very costly, and there are 
very few open-source solutions available that can work on the amount of  data being generated. 
Geekflare (2020) shares 12 open source IoT tools and applications that can be integrated into our 
IoT platforms or develop our solutions using standard security protocols. Moreover, they do not pro-
vide any specialised security solution to ensure modular security as provided in our solution. There-
fore, it becomes our joint responsibility to provide a cost-effective and sustainable solution for every-
one to implement, improve and add new security attributes to our healthcare services.  

Services in the healthcare ecosystem consist of  two parts: (a) providing uninterrupted service, and (b) 
securing the data flowing through it. The two healthcare requirements mentioned above are the exist-
ing problems, and the objective of  this paper is to address both of  them. The explanation provided 
in this paper provides “Security as a  Solution”, which can enhance security using neural networks 
and provide uninterrupted service for critical and life-saving devices. The healthcare use cases applied 
in this paper handle both these open issues. COVID-19 has given enormous light to the healthcare 
sector since last year. Its integration with IoT and ANN has already changed the culture and standard 
operating procedure of  this field. The studies conducted by Jain et al. (2020) and Jain et al. (2021) 
have provided a solution for embedding security in an IoT Ecosystem. The execution of  the study 
was over 5G, network slicing and the security solution by introducing Pattern Matched Intrusion De-
tection System. This paper implements that solution to the healthcare domain and enhances it by in-
troducing security using a neural network.  

Lam and Abbas (2020) propose a similar anomaly detection mechanism for the 5G network, where a 
software-defined security system is implemented as a defence system for the network. This solution 
used Machine Learning to design the neuron network that detects the suspicious device on the net-
work. The system developed by them identified benign traffic with a 100% accuracy rate and anoma-
lous traffic with a 96.4% detection rate. Dey and Rahman (2019) worked on two similar approaches 
for a flow-based Intrusion detection system. Initially, they used the NSL-KDD dataset and machine 
learning algorithms like the random forest, projective adaptive resonance theory, radial basis function 
network, decision tree, and Bayesian network. They used these algorithms for detecting various at-
tacks like denial of  service and probing. In the next phase, the deep neural network was used to im-
prove the classifier output and improve the accuracy. Our paper also used a similar approach to im-
plement the Neural network on the dataset to get the desired results and accuracy. 

This paper extends the study conducted by Jain et al. (2020), where they implemented security on a 
sliced 5G network. We have introduced machine learning to detect suspicious devices and restrict 
them further. In our previous papers, we introduced pattern matched intrusion detection methodol-
ogy to detect suspicious devices, which was restricted to the pattern written in the files. In this paper, 
the system is made intelligent by using a neural network. Data generated by the device was collected, 
and the neural network trained the dataset on the collected samples. We conducted five different 
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training iterations to show how results transformed with different neurons and hidden layers. As a 
proof  of  concept, machine learning in this paper is implemented only in one module. We can extend 
it to other modules as per our requirements and the availability of  resources. Our solution detected 
the suspicious devices with 99.4% accuracy in the last iteration and 100% for the benign devices. We 
proposed a network architecture to manage the healthcare network. A layered architecture is pro-
posed to design the required application and placement of  different modules. We have discussed four 
different use cases that are applicable in the healthcare domain.  

We have organised this paper into multiple sections. The first section, the introduction, is followed by 
the literature review, which provides a brief  overview of  the general security issues in IoT enabled 
healthcare services. Next, we have a review of  related work in the field to find the existing gaps. The 
following section briefs the four most relevant use cases applicable in health care. After that, we pro-
pose the IoT layer and its network architecture. Next, the design and training methodology section 
briefs all the technical details about the design, tools, and techniques used in this paper. The follow-
ing sections provide details of  the five training iterations and the use cases used to train the dataset 
using MATLAB’s neural network. After that, we performed a comparative analysis of  the results ob-
tained by dataset training using neural network and application performance and behaviour. Finally, 
we discuss the conclusion and the future scope available to move this research ahead.  

LITERATURE REVIEW AND BACKGROUND 
This section briefly discusses the research conducted in IoT, healthcare and Neural Network domain. 
Most of  the discussions in this paper is around these topics and the simulation performed. Artificial 
Neural Network is already providing some of  the best solutions, and its integration with IoT indeed 
makes a significant positive impact. This section also discusses different research done in intrusion 
detection and prevention, and the security issues in the healthcare domain. We also take a short 
glimpse of  network slicing before listing related research and gaps in this field.  

SECURITY ISSUES OF USING IOT  IN THE HEALTHCARE ECOSYSTEM 
Most of  the security issues found in the IoT healthcare field are inherited either from traditional IT 
networks or from IoT networks. These security issues can vary from data privacy to generic network 
attacks like denial of  services. Basics of  security, as discussed by Maple (2017), i.e., Confidentiality, 
Integrity and Availability(CIA), is also the primary and most important need for the healthcare eco-
system. Securing the ecosystem at one level is not sufficient moreover, it should be a multilayer. Like 
other domains, healthcare also requires a secured infrastructure at all levels, be it a network, applica-
tion, data processing or storage. 

The data generated in healthcare is sensitive; therefore, it is under many restrictions. The healthcare 
domain is monitored and regulated mainly by government agencies. Developed countries have their 
data privacy standards, especially for healthcare. One such law made by the USA government is the 
Health Insurance Portability and Accountability Act of  1996 (HIPAA). HIPPA, as explained by the 
Centers for Disease Control and Prevention (CDC, 2018), says this law protects the patient’s medical 
records and ensures privacy until the patient’s permission. This law covers four parties involved in 
the exchange, processing, or storage of  medical records. Entities coved under HIPPA are healthcare 
providers, insurance companies, medical logistics suppliers, and business associates who deal with the 
medical records. HIPPA classifies health records a Protected Health Information (PHI) and put them 
under several other privacy laws governed by the federal government. 

Jain et al. (2018) explains the different types of  attacks possible in the IoT ecosystem and provides 
the solution available at each layer. Chacko and Hayajneh (2018) mention that these layers can include 
attacks like distributed denial of  services, tampering, and viruses. As shown in Figure 1, Jain et al. 
(2018) mention some of  the security issues of  the traditional IoT network and these issues are also 
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inherited in healthcare. The solution to these issues is also the same, i.e., hardening network configu-
rations to building defence in depth. 

 
Figure 1. Security issues in healthcare based IoT Ecosystem 

Other security issues specific to healthcare are:   

1. Device management: Selvaraj and Sundaravaradhan (2020) write that IoT devices allow patients to 
stay at home and get monitored. However, the required device may be uncomfortable to use or 
may not be installed or inappropriately used, sending incorrect data to doctors. 

2. Inventory management: Change and advancement of  technology require introducing new devices 
and excluding old devices, increasing inventory management challenges for administrators. Gloss 
(2020) mentions that inventory management software is not updated so frequently; therefore, 
some devices get leftover, increasing the risk of  getting compromised. 

3. Device reliability: Usage of  non-standard medical devices in the IoT Ecosystem increases the risk 
of  getting compromised. Such devices can also be implanted intentionally by hackers to get the 
data from the network. 

4. Device interoperability: Mavrogiorgou et al. (2019) mention that the interoperability of  devices is the 
biggest concern. Devices getting manufactured by different vendors are sometimes incompatible 
with other vendors’ software. 

5. Impersonation: Adams (2005) and Younghwa (2012) write that when an attacker can easily imitate 
and trick the administrators into gaining access to private data or the network, it is called “imper-
sonation”. 

6. Data leakage and destruction: Tao et al. (2019) write that intentional and unintentional leakage of  
data impact the privacy principle. Data leakages are unauthorised because they pass the otherwise 
private information to an unauthorised third party. 

These security issues can build a robust ecosystem that can help fulfil all the basic security principles. 
A secure ecosystem’s architecture should be designed to incorporate security at all layers. We have 
proposed and discussed one such security layered architecture in this paper’s IoT layer architecture 
section. 

INTRUSION DETECTION USING NEURAL NETWORK IN HEALTHCARE 
In the previous section, we discussed the general security issues in IoT and the healthcare domain. 
Some of  these issues are inherited from IoT, and others are a combination of  both domains. Most 
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of  the issues in the healthcare domain are related to privacy because this data is regulated by govern-
ment laws whereas, in IoT, most of  them are inherited. Therefore, the traditional IT techniques 
might not be applicable or even effective in solving these issues. New innovative and out-of-box 
techniques are required to conquer these issues. Machine learning is one such technique that can help 
resolve these issues and maintain the privacy standards regulated by the government. This section 
looks at different studies on machine-learning or neural networks, when combined with our tradi-
tional techniques, as an efficient way to help detect and prevent intrusions in our network. These 
studies help us quantify the methodology used in this paper to help detect and disable suspicious de-
vices using neural networks. 

Security architects always recommend deploying security in multiple layers that can provide ‘Defence 
in Depth’. Defence in depth helps detect and isolate attacks at multiple layers. Makani and Reddy 
(2018) write about a machine learning based intrusion detection system as the first layer of  defence, 
which can help detect the attack by differentiating between normal and abnormal behaviour. The 
same differentiation can be deployed as the second layer where the device with abnormal behaviour 
is blocked, preventing an attack. Mitchell and Cheng (2014) mention speed and accuracy as the essen-
tial tool for any intrusion detection mechanism to be successful. Machine learning serves this pur-
pose where normal and abnormal behaviour is detected using a round of  learning, and recommenda-
tions are sent to the application to take appropriate action. There are many methods for training our 
data using machine learning like artificial neural networks, decision trees, Bayesian networks, and K-
means clustering. The artificial neural network was used to train our network and get the results. 

Mitrokotsa et al. (2007) explain that artificial neural networks’ structure is designed on the human 
brain foundation. In this structure, training is a continual process, and more data means enhanced 
training. This process requires three steps for completion: data collection, training, and validation and 
testing. However, the data training can take a lot of  processing time on a noisy and incomplete da-
taset. Perfection and the result of  training also depend on the algorithms used. This paper has used 
two algorithms for training the provided data set, i.e.,  Levenberg-Marquardt and Bayesian Regularisa-
tion. 

Huch et al. (2018) present a machine learning based anomaly behaviour detection mechanism to pre-
dict a system’s health. This research proves that regular neural networks with long short-term 
memory (LSTM) are more effective in sensing irregularities than other classifiers. Zolanvari et al. 
(2019) present a vulnerability assessment report of  the Industrial Internet of  Things identifying 
threats, vulnerabilities, and risks. They use the machine learning approach to solve the problem and 
prepare a testbed system to detect and isolate intrusion. In their research, Cui et al. (2019) develop an 
anomaly detection method using a neural network to forecast the load and then detect the cyber-at-
tacks using k-means clustering. P. et al. (2021) discussed the IoT devices as the easy target for hackers 
citing their heterogeneous nature. Their research designed an intrusion detection system to reveal 
Distributed denial of  service attacks using IoT botnets. The deep neural network was used to design 
the solution and the real environment data to train the network. Finally, Casas et al. (2016) propose a 
machine learning based anomaly detection tool for cellular networks. The authors assessed the solu-
tion using the inexplicably generated data using an active cellular internet service provider. Generated 
data matched real network traffic based on which suggestion was provided to improve performance 
in a specific scenario. 

In this paper, we present ‘Security as a Solution’ for IoT based healthcare systems. Organisations can 
implement this solution on an already existing infrastructure where security is not embedded in the 
design. Security as a Solution is the most prevalent option because many existing devices and infra-
structures do not have any inbuilt security or are outdated. Chawla and Thamilarasu (2018) propose 
security as a service framework for real-time intrusion detection in their paper. The paper presents a 
similar solution in a different approach where they also use a machine learning module and a mitiga-
tion module to detect and handle the alert. In their paper, Hodo et al. (2016) proposed an artificial 
neural network-based intrusion detection system. The proposed system detects denial and distributed 
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denial of  services with 99.4% accuracy. This solution works both for host-based and network-based 
intrusion detection. 

OVERVIEW AND EVOLUTION OF NETWORK SLICING 
Today, Network Softwarization is playing a significant role. Condoluci et al. (2016) and Ibrahim et al. 
(2018) explain how software is used to design, implement, and manage network components. Exten-
sive deployment of  software for most of  the services brings the cloud and virtualisation into the pic-
ture. Barakabitze, Ahmad, et al. (2020) write how 5G provides end-to-end services based on network 
softwarization and enhances customer experience. Andrews et al. (2014) mention the 5G network as 
a cloud-based, fully virtualised network that is scalable per user and environment requirements. 

Along with 5G, network slicing also comes in the picture, where the network is distributed based on 
virtualisation. Nanda and Tzi-cker (2005) mention that network slicing is based on network virtualisa-
tion with its origin back to the 1960s. Goldberg (1974) mentions that IBM introduced virtualisation 
in an operating system and, since then, it has evolved to capture the whole market today.  

The Software Defined Network (SDN) and Network Function Virtualization (NFV) have enabled 
5G as a software-based virtualised network. Barakabitze, Barman, et al. (2020) mention SDN and 
NFV as the service enablers for the 5G network that promotes automation. ONF (2018) defines 
SDN as “the physical separation of  the network control plane from the forwarding plane, and where 
a control plane controls several devices”. SDN brings intelligence and flexibility to the network, 
which helps enhance its capacity. NFV transforms the traditional networking hardware equipment 
into a virtualised environment. It helps to decouple software from the hardware platform and pro-
vides greater flexibility and dynamic network operations. This paper provides a security solution over 
network slicing that can be quickly deployed on the network. 

RELATED WORK AND GAPS IDENTIFIED 
IoT devices providing healthcare services have grown exponentially in the last couple of  years, espe-
cially after the impact of  COVID throughout the world. An exponential surge in the usage of  
healthcare IoT devices has also amplified the security risk arising out of  this evolution. As privacy 
laws back healthcare fields, many commercial organisations and researchers are also continually work-
ing towards nullifying the security risk. Many such kinds of  research are already implemented for the 
welfare of  humankind, and others are on their way. However, solutions provided by commercial or-
ganisations have a monetary impact where the cost of  solutions is recovered from the end customer 
and, in most cases, unaffordable for ordinary people. Therefore, it becomes crucial for academia to 
provide solutions that can easily be implemented and have no significant cost impact. Many such so-
lutions are already available, and we have discussed a few of  them in this section. 

Tao et al. (2019), in their research, provide a solution for the secure collection of  healthcare data. 
Their research has mitigated the risk of  data leakage or attack at the time of  conversion from cipher 
to text and vice versa. The solution named “SecureData” provides a four-layer solution where the 
first layer comprises end-user sensors or devices, the second layer is the Fog layer, the third layer is 
the cloud computing layer, and the fourth layer is dedicated to healthcare service providers. The au-
thors also discuss, in brief, the security challenges faced by healthcare along with the threat model, 
which includes collusion attacks and eavesdropping. They build a hardware-based lightweight cipher 
solution that can mitigate the risk of  data leakage during the conversion phase. Their paper presents 
a new lightweight cipher algorithm called ‘KATAN’ implemented on specially designed hardware. 
The solution suggested in this paper works fine for the encryption of  data. The study does not pro-
vide an end-to-end solution for vulnerabilities present at different layers. However, the solution sug-
gested in our research provides an end-to-end solution that can be easily implemented and deployed 
in many different domains like in healthcare in this paper. 
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Hamza et al. (2020) present a privacy-preserving solution designed for IoT healthcare services. This 
encryption algorithm preserves images of  the patient’s medical records from compromised brokers. 
The proposed algorithm is a chaos-based cryptosystem designed using symmetric block encryption 
methodology and operates in one round of  confusion and diffusion. Furthermore, the solution is de-
signed using an additional randomisation mechanism, i.e., it generates different output if  the same 
key is used twice for encryption. This paper presents a state of  art cryptosystem solution designed to 
encrypt and decrypt data in a secure way. This solution can be implemented on the application layer 
and can provide a solution to privacy issues. After proper testing, we can implement this solution on 
other layers like the network layer. 

Moosavi et al. (2015), in their research, share an authentication and authorisation based solution for a 
healthcare IoT environment. This paper emphasises the medical data privacy factor and presents a 
solution for secure authentication of  remote healthcare professionals using a distributed smart e-
health gateways called SEA. The authors claim SEA is the first such solution to provide authentica-
tion and an authorisation approach for IoT-based healthcare solutions. The authors have elaborated 
on the solution and provided a proof-of-concept to demonstrate the prototype. This solution is an 
amicable solution used in future projects to implement authorisation and authentication solutions. 
However, it does not provide an end-to-end solution. Therefore, we can use this solution as an addi-
tional module for user authentication. Furthermore, research done in this paper can be combined 
with the one discussed above to strengthen the authentication and authorisation module. 

Jimenez and Torres (2015) present a prototype for monitoring remote patients and alerting the hospi-
tals, doctors, and their families if  any critical condition arises. Various other patient monitoring solu-
tions are provided by Chandra-Sekaran et al. (2009), D’Souza et al. (2008), Occhiuzzi (2014), and Re-
dondi et al. (2013). These solution designs help monitor a patient’s health, but they compromise the 
security or privacy of  health data. The solution suggested in this paper can be combined with many 
other prevalent options to ensure security over the sliced network. 

Luo et al. (2018) present a privacy solution for collecting patients’ medical records and preventing so-
phisticated attacks like collusion attacks and data leakage. Their paper also presents an access control 
mechanism where patients can securely share their data over multiple clouds without exposing the 
actual contents. The authors here first performs a detailed study of  the challenges prevailing the se-
cured collection of  data and proposes a framework to prevent threats and attacks. The authors name 
the designed solution as “PrivacyProtector”. Patients’ data are stored on multiple cloud servers to en-
sure that it is accessible even if  some servers are unavailable. The ‘Slepian-Wolf-coding-based Secret 
Sharing’ (SW-SSS) algorithm is used in the solution for ensuring data security and key exchange. The 
proposed framework provides an end-to-end data security solution and prevents several attacks like 
collusion, insider, data leakage and destruction. However, this framework does not provide any solu-
tion for network failure for critical or life-saving services. The solution provided in our paper is that 
we have handled the scenario where network failure can lead to complications, especially in critical 
healthcare services. 

Most of  the solutions prevalent in the market provide solutions for the privacy of  medical data, and 
there are very few that mention securing the whole healthcare ecosystem. The simulation presented 
in this paper provides an end-to-end solution to this problem. The algorithm used to detect suspi-
cious devices is an artificial neural network. 

DESIGN METHODOLOGY 
The application’s architecture has added a new module on top of  the architecture discussed in Jain et 
al. (2021). This paper has included the machine learning module using neural networks to train the 
network and handle the intrusion automatically. In this paper, only one module of  intrusion detec-
tion was trained and tested. We have used the minimum and maximum bandwidth allocated to each 
pattern, device and layer, and the actual bandwidth used by the devices. This data helps capture the 
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bandwidth usage trend by any device and the average bandwidth used by a device in a unique mobil-
ity pattern. The training started with ~500 and increased to ~410,000 to get the desired results.  

This section discusses the changes made in the functioning of  the application to include machine 
learning methods and algorithms to train the data. The three parameters used to train the network 
are minimum, maximum, and actual allocated bandwidth. The trained data calculates the average 
bandwidth used by a device and proactively detect the devices behaving abnormally while consuming 
the bandwidth. However, there is still a chance of  error where a false positive or false negative may 
occur. Such errors are reduced by continually training more data on the pattern and behaviour of  the 
devices. 

We have divided the design methodology section into five parts and discussed it in detail in the up-
coming section. In the first part, the four healthcare uses discussed are implemented in this research 
and are applicable in a sliced network. Then, we have proposed network and IoT layer architecture 
for the healthcare domain. We have then explained the high-level application design and the data flow 
methodology. Finally, the next part gives a brief  overview of  the application design algorithm and the 
methodology and architecture used in training the data using a neural network. 

HEALTHCARE USE CASES IN SLICED NETWORK 
Healthcare services can vary from monitoring essential health elements like BP, blood sugar, pulse, or 
oxygen to providing critical life-saving services and surgeries. Today, the healthcare domain is highly 
dependent on telecom and internet service providers, enabling patients to get seamless access to re-
mote doctors, hospitals, and services. Enhancement in any service has its side effects, one of  which is 
cybercrime. The healthcare domain must comply with several privacy laws, like HIPPA, making it es-
sential for them to comply with IT security. Today, healthcare is a vast field where security is required 
at the hardware, application, or network level. There can be multiple use cases that we can implement 
in the healthcare domain. This section discusses those four significant use cases along with their solu-
tion.  

Case 1. Life-critical services  
This use case has life-saving criticality; therefore, we allocated two slices to critical care. Any one of  
them can act as a backup. If  any slice is compromised in a base station, traffic is immediately mi-
grated to the backup slice. Figure 2 shows our proposed slice architecture where slice six and slice 
seven are dedicated to critical services. These slices work in a load-sharing mode as a backup for each 
other. 

Case 2. Non-critical services  
In this use case, if  there is a failure on any slice providing non-critical services, the migration of  cli-
ents is decided based on the priority allocated to that device. A high priority device would be mi-
grated first. 

Case 3. Suspicious devices  
Devices are marked suspicious based on several criteria, such as abnormal bandwidth usage, above-
average handover for still devices, and switching QoS. In this use case, all the suspicious devices are 
immediately disabled and removed from the network, whereas the suspicious devices using critical 
care services are not disabled; instead, the administrator is alerted. 

Case 4. Base station  
This use case happens if  a base station is compromised. However, this scenario is rare, but all the cli-
ents of  that base station are migrated on a best effort and priority basis. The migration of  clients is 
done to the next available and matching slice of  the nearest base station, i.e., critical care patients are 
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migrated to the critical care slice and vice-versa. If  free slots are not available on matching slices, they 
are migrated to the slots available on non-matching slices. 

Figure 2, as described by Jain et al. (2021), shows the sample of  seven slices applicable in the 
healthcare domain and the possible attack scenarios. 

 
Figure 2. Healthcare slice architecture 

PROPOSED ARCHITECTURE FOR HEALTHCARE 
This paper proposes the health care architecture at two levels; the first one is on the network level, 
and the second shows the IoT layer architecture. The network architecture shows the high-level view 
of  the whole ecosystem and the way it connects the different devices on the network and the mod-
ules deployed on each layer. The proposed architecture shows the whole ecosystem and the working 
model at both levels. This section discusses both architectures in brief. 

Proposed network architecture of  an IoT healthcare ecosystem 
The network architecture proposed in this section is an extension and a subset of  the architecture 
discussed by Jain et al. (2021). They explain a generic and a combined architecture of  the 5G, IoT 
and slice network ecosystem. In this paper, we make changes to that architecture to make it specific 
to the healthcare ecosystem. As shown in Figure 3, the architecture shows a combined healthcare sys-
tem consisting of  IoT enabled hospitals, IoT ambulances, operation theatres, or ICUs as a part of  
hospitals and other healthcare devices used by the public. The network layer is the 3G/4G/5G net-
work, connecting the endpoint and transferring data to the cloud. ISP network is the edge layer that 
connects different networks and helps pass the data from an endpoint to the cloud-based processing 
unit. This architecture consists of  two cloud-based data processing and analytics sections which act 
as a backup for each other in a disaster situation. An organisation locates these units in a distant geo-
graphical location to survive a disaster. Figure 4 shows the data processing section of  a network ar-
chitecture as a machine learning module in IoT layer architecture. 
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Figure 3. Proposed healthcare network architecture 

Proposed IoT layers architecture for health care using neural network 
Figure 4 proposes the layered architecture for the IoT healthcare ecosystem. This figure shows the 
high-level layered architecture and different modules required for data processing. It shows an eco-
system combining different layers and the security mechanism implemented on them. Jain and Singh 
(2020) discussed the security mechanism showing the different intrusion detection techniques de-
ployed on each layer.  

The first layer of  this architecture consists of  endpoint IoT devices and corresponding applications 
installed on their mobile or static devices. Mobile devices can consist of  intelligent health monitoring 
devices like pacemakers and smartwatches, collecting different health data like pulse, BP, and oxygen. 
Endpoint IDS solutions are installed on this layer to protect the applications and the end devices.  

The second layer is the network layer that connects the endpoint and manages the network infra-
structure of  the ecosystem. Devices on the first layer can connect the network using an IP or non-IP 
network. Firewall, routers and other hardware or cloud-based network devices secure this layer. All 
the data passing through this layer are checked for the valid source and destination. Intelligent 
IDS/IPS devices are installed here to prevent unauthorised packets. The network layer is further con-
nected to edge devices and passes the data packets to other networks. Edge intrusion detection sys-
tems are deployed over this layer. Finally, the edge layer is connected to the cloud layer, which collects 
all the data for storage and processing. All the data are collected and forwarded to other modules for 
processing. Other modules designed in this layer are device management, alert management, IDS 
module, and administrator modules to manage the whole system.  
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A cloud-based data processing module is connected to a machine learning module. The data pro-
cessing module collects all the data from the endpoints. The machine learning module scans the raw 
data to learn and detect suspicious activities from the collected data. The intrusion detection and pre-
vention module is also built within the machine learning module that alerts the monitoring devices to 
take appropriate actions. The administrators scan all the alerts generated to ensure that no false posi-
tive or false negative alerts impact the services provided to the end customers. As this is a healthcare 
system, we need to ensure that false alerts do not interrupt critical services.  

 
Figure 4. Proposed IoT layered architecture 

APPLICATION DATA FLOW DESIGN  
As discussed by Jain et al. (2020), the initial design of  this application started with three modules and 
embedding security on top of  it. This simulation’s design was developed in Python (GitHub, 2020), 
which was later updated to include pattern matched intrusion detection. As shown in Figure 5, Jain et 
al. (2021) updated the design and increased the number of  modules by adding a security implementa-
tion and attack detection module. This paper added machine learning using neural networks to detect 
suspicious devices based on bandwidth usage by a particular device category. Several machine learn-
ing techniques are available for data processing, like random forest detection tree (DT), Bayesian net-
works, and neural networks. This research has used a neural network machine learning technique to 
detect attacks on the network. The neural network was selected because it uses a similar approach to 
the human brain for processing and developing algorithms. The neural network is beneficial in the 
human brain, like predictions and especially in the security field. Wong et al. (2000) presented a de-
tailed report on the use, applicability and research done on neural networks. This paper lists the ap-
plication areas like finance, marketing, operations and information technology, where most research 
has been performed. Schmidhuber (2015) writes about the successful evolution and application of  
deep learning methodologies used in the neural network. 

The data processing module’s data was collected and trained using a neural network. We added two 
new sections to the design where raw data from the data processing module is forwarded to the neu-
ral network for training, and trained data is fed back to the security module. The security implemen-
tation module detects abnormal bandwidth usage by devices based on the learnings from the neural 
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network. The report containing details of  the abnormal usage is sent to the attack detection module 
that blocks or marks the devices as suspicious. Figure 5 shows the high-level design and data flow of  
the application. 

 
Figure 5. Application data flow  

DESIGN ALGORITHM 
The design algorithm is divided into ten steps, and the actions performed in each are mentioned be-
low. The first important part of  the algorithm is to decide the mobility pattern of  the devices. Mobil-
ity patterns can vary as per requirements and based on the use case. Next, ANA (2017), Nursing 
Guide (2015), HCPRO (2019), and Perroca (2009) propose and classify the different types of  pa-
tients and the services provided to them. These classifications helped us decide and distribute the 
types of  patterns and the percentage shares allocated to them. The main concern was raised for criti-
cal patients where every moment is crucial to save a person’s life. Therefore, we allocated two slices 
to critical care, which act as a backup for each other. After that, one decides the type of  security re-
quired. In this research, we used bandwidth usage as a parameter to detect suspicious devices. Data 
of  bandwidth usage was collected and trained on ANN to detect and disable suspicious devices.  

Step 1: Start healthcare security solution application. 

Step 2: Decide the mobility pattern percentage of  the healthcare devices connected to the network. 
The pattern used in this simulation: 

Critical_care 2 

Critical_care2 5 

Smart_health_devices 39 

Smart_hospitals 10 

Doctors_on_call 6 

Senior_e_health 30 

Remote_surgery 8 
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Step 3: Configure slice type for each slice. 

Step 3.1: Backup slice declared for critical service in Step 2: critical_care2. 

Step 4: Configure the type of  slice and mobility pattern for each base station. 

Step 5: Decide the security level required and enable/disable according to requirement.  

Flag = True/False. 

Step 5.1: Security_Mode(flag); 

 Step 5.2: Attack_Mode(flag); 

 Step 5.3: Security_Attcak_Mode(flag); 

Step 6: Enable and execute the intrusion detection module with the required parameters. 

 Step 6.1: Collect bandwidth usage data.   

Step 7: Train the network in MATLAB using the data collected in Step 6. 

Step 8: Enable the attack detection module (ML-enabled). 

Step 8.1: 

if(attack==true){ 

if  (attack on critical care){  

   forward client details to administrator; } 

  else{  

   block services and forward client details to administrator;  } } 

 Step 8.2: Check if  any attack is detected on any Slice. 

 if(slice_attack==true){ 

  if  (attack on critical care){ 

   move resources to backup critical care slice and forward client details to administrator; } 

  else{ 

   move resources to free slice and forward client details to administrator; }} 

 Step 8.3: Application will detect if  there is an attack on the base station/s. 

  Priority 1: move the critical resources to other base stations. 

  Priority 2: if  free slots are available on other base stations, move other resources too. 

Step 8.4: The administrator performs manual verification to detect whether the attack is 
False-positive or False-negative. 

Step 9: Output generation. 

Step 10: Log all the events and alert the monitoring team to take appropriate action. 

NEURAL NETWORK ARCHITECTURE AND TRAINING METHODOLOGY 
An artificial neural network is a combination of  input, hidden and output layers. Hidden layers in a 
neural network architecture can vary from one to multiple. Similarly, data sent to the input layer and  
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the output received can vary based on the nature of  the problem. In this paper, we have used band-
width usage data to train the network. As mentioned in the previous section, we have selected three 
parameters as the input for our training and one for the output fetched.  

One other important decision was to select the software for training the network. Pat Research (n.d.) 
has suggested various software, like IBM Watson, MATLAB, AWS lambda, and NVIDIA DIGITS. 
However, we selected MATLAB software to train the data collected from the simulation. There is no 
specific reason for this selection, but we preferred MATLAB seeing its market predominance and 
proven track record in the field of  research. 

The input parameter is the limit defined for using a minimum and maximum bandwidth in a particu-
lar mobility pattern and the actual bandwidth used by the device during its usage. 

We used two different methodologies to train our data and selected single and multiple hidden layers. 
A neuron count varied from 10 to 100, which was changed to get the best results. No written book 
rule states how many neurons should be used to train the network. However, as Ansari et al. (2019) 
and Nguyen et al. (2021) mention, a rule of  thumb says that the number of  neurons in the first hid-
den layer should be more than the input parameters. As per requirements, the input parameter used 
in this project is three, and the neuron count varied between 10 to 100. Accordingly, approximately 
1,000 epochs were used in almost all iterations of  training. During the training, input data was feed-
forward, and the output was calculated based on the neural network weights and other characteristics. 
Table 1 shows the neural network characteristics. 

Table 1. Neural network characteristics 

Network Type Feed-Forward Backdrop 

Training Function Levenberg-Marquardt/ Bayesian Regularization 

Adaption Learning Function Learngdm 

Performance Function MSE 

Layers 3 

Transfer function logsig/tansig 
 

Two training functions (Levenberg-Marquardt/Bayesian Regularization) were used alternatively dur-
ing training. Hu (2019) suggests the Levenberg-Marquardt algorithm, stated as ‘trainlm’ in 
‘MATLAB’, appropriately trains minor to medium-sized data network problems. Training using this 
algorithm takes less amount of  time and requires more memory. It provides a numerical solution to 
the problem of  minimising a non-linear function. Training using this algorithm is accomplished 
when generalisation stops improving, as indicated by an increase in the mean square of  the validation 
samples. Bayesian Regularised Artificial Neural Networks (BRANNs) are more robust and can make 
a suitable generalisation of  the complex and noisy dataset. Training using BRANNs is deemed as ac-
complished according to adaptive weight minimisation. BRANNs are tough to overfit because they 
calculate and train on several effective network parameters or weights, effectively turning off  those 
non-relevant. 

Garoosiha et al. (2019) explain one epoch as a combination of  one feed-forward and one backpropa-
gation. One epoch is considered completed when the error is returned to the ANN, and the initial 
weight is updated. Here, error is the difference between the actual and target values predicted by the 
neural networks. LEARNGDM is used as an adaption learning function to find the neural network’s 
weights. LEARNGDM is a standard gradient descent method that starts with a presumption, and 
then the slopes at the preliminary speculations are premeditated to identify the track to local minima. 
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Mean square error (MSE) is used to evaluate the eminence of  the trained model, and the same func-
tion terminates the training if  no advance is observed. The performance function is the MSE, as 
shown in equation (1), where ‘a’ is the actual output, and ‘p’ is the predicted value. 

𝑀𝑀𝑀𝑀𝑀𝑀 = 1
𝑛𝑛
∑ (𝑦𝑦𝑎𝑎 − 𝑦𝑦𝑝𝑝)𝑛𝑛
𝑖𝑖=1  (1) 

As shown in Figure 6, the logsig, purelin and tansig are the transfer functions used in this training. 
These functions are generally used together in a multilayer network. The function logsig, as shown in 
Figure 6, generates outputs between 0 and 1 as the neuron’s net input goes from negative to positive 
infinity. The logsig function is generally used in part backpropagation networks, as it is differentiable. 
The linear transfer function purelin, also used as linear approximators, is used in backpropagation 
networks. Freitas et al. (2021) mentioned that a multilayer network also uses a tansig transfer func-
tion. 

 
Figure 6. Different transfer function 

The data used here for training an ANN is non-linear. Therefore, the usage of  these three transfer 
functions becomes essential as it enables the program to detect the nonlinearity in the output. 

Data partitioning is a critical and essential decision to be made during the whole training process. The 
data set used should be divided effectively to fit for training, validation, and testing. Such data is con-
sidered as ‘Just Right’. If  the dataset is divided ineffectively, the developed model can be termed ‘Un-
derfit’ or ‘Overfit’.  This simulation avoids the ‘Underfit’ or ‘Overfit’ data issues using a dataset with 
standard data distribution where 70% of  the data was used for training. The remaining 30% was 
equally divided for validation and testing. Table 2 shows the division of  training data used in this sim-
ulation.  

Table 2. Data partitioning 

% Distribution 
/Sample Size 

Training Validation Testing 

70% 15% 15% 

521 365 78 78 

439040 307328 65856 65856 

Training here was performed by using single and multiple hidden layers. In single layer architecture, 
we used the tansig transfer function in the hidden layer and the purelin transfer function in the out-
put layer. Alomari et al. (2018) and Quintana et al. (2011) say that this network can ballpark any func-
tion with a limited number of  discontinuities if  the appropriate number of  neurons are provided. 
Figure 7 shows the fitting function for a single hidden layer, and Figure 8 shows the abbreviated layer 
notation of  the single layer network. It shows how the data is received from the input module and 
moved internally for training, and the trained data is sent to the output layer.  
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Figure 7. Fitting function for single-layer network 

 
Figure 8. Abbreviated layer notation in the single-layer network 

Figure 9 shows the detailed notation of  multilayer neurons. There is more than one hidden layer in a 
multilayer network, and each layer plays a different role. The layer that produces output is called the 
output layer (layer 3), and other layers act as hidden layers (layers 1 and 2). Each layer can use a differ-
ent transfer function as per the input and output desired. Each layer has a weight matrix W, a bias 
vector b, and an output vector a. In this multilayer network, R1 denotes input, S1 denotes neurons at 
the first layer, and S2 denotes neurons at the second layer. Constant value 1 is fed to the biases for 
each neuron. 

 
Figure 9. Layer notation in the three-layer network 

This project uses the schematic structure below in a multilayer neuron network for training. Figure 10 
shows input layer has three input parameters, and all layers have at least one input and one output. 
For example, hidden layer 1 uses 50 neurons, followed by 20 neurons in hidden layer 2. The output 
layer is using a single neuron. The sum of  the output of  each layer by applying the respective transfer 
function is supplied as input to the next layer. 
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Figure 10. Schematic structure of the used ANN 

We used data collected in step 6 of  the design algorithm section to train the network and performed 
the training in 5 steps, divided into two parts. In the first part, a single hidden layer, and in the second 
part, multiple hidden layers were used. Table. 3 shows the training algorithms, hidden layers and 
number of  neurons used in training at each level. 

Table 3. Network training details 

Training Algorithm 

No of  Neurons 
Epoch Hidden Layer Output layer 

logsig tansig purelin 

Levenberg-Marquardt 
 

10 1 1000 

Bayesian Regularization 50 1 1000 

Bayesian Regularization 100 1 1000 

Levenberg-Marquardt 10 1 1 1000 

Levenberg-Marquardt 50 20 1 1000 

The first training was done using the Levenberg-Marquardt algorithm and a single hidden layer with 
ten neurons. The second training algorithm was changed to Bayesian-Regularization with a single hid-
den layer, and neurons were increased to 50, whereas 100 neurons were used in the third training 
keeping other parameters the same. The fourth and fifth training was done using the Levenberg-Mar-
quardt algorithm and multiple hidden layers with neurons verifying between 10-50 on each layer. 
Output layer used purlin transfer function and a constant 1 neuron. 

TRAINING THE DATA USING ANN 
Data collected during the simulation was trained using the methodology described above in the Neu-
ral Network Architecture and Training Methodology Used section. As discussed previously, the train-
ing setup was designed and divided into five parts, and MATLAB’s configuration was done accord-
ingly. In this section, we discuss all the five training methodologies briefly. 

Figure 11 shows the actual distribution of  the data used for training the network. The dataset was di-
vided into three parts to ensure ‘Just Fit’ for training testing and validation. Out of  the total dataset, 
70% was used for training, 15% for validation and the remaining 15% for testing. As shown in Figure 
12, we used 1000 epochs for all the five training performed. 
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Figure 11. Data partitioning 

As shown in Figure 12, the training reached 1000 epochs before stopping and was executed until the 
network error was reduced in the validation samples.  

 
Figure 12. Network training performance at 1000 Epochs 

ITERATION 1 
The first training was done with a minimal data set of  521 samples, and this dataset was divided as 
per the data partitioning methodology discussed previously. Table 4 shows the neural network char-
acteristics used to train the network. Ten neurons on a single hidden layer were used with tansig as a 
transfer function. Output layer used purelin as a transfer function. Figure 13 shows the fitting func-
tion used in this training. 

Table 4. Neural network characteristics iteration one 

Training Function Levenberg-Marquardt 

Performance Function MSE 

Hidden Layers 1 

Transfer function tansig 
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Figure 13. Fitting function of iteration one 

Training time consumed during this iteration was minimal and took less than 10 mins. However, the 
R-value obtained from this training was approximately 0.59, which could not predict the exact results, 
and most of  the values lie outside the index line. The training, validation, and test plots are shown in 
Figure 14.  

Figure 14 shows the correlation value for the training sample (R=0.58898), validation samples 
(R=0.56437), testing samples (R=0.67383), and fitting co-relation of  the prediction model as 
R=0.59301. 

 
Figure 14. Training one output 

Results obtained from this training were not optimal. Therefore, we decided to perform a second 
round with an increased dataset and a more significant number of  neurons. 

ITERATION 2 
The second training used a data set of  10,000 samples, and the dataset was divided as per the data 
partitioning methodology discussed previously. Table 5 shows the neural network characteristics used 
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to train the network. Fifty neurons on a single hidden layer were used with tansig as a transfer func-
tion. Output layer used purelin as a transfer function. Thus, the fitting function would remain the 
same as shown in Figure 13 except for the number of  neurons on the hidden layer, i.e., 50 neurons in 
this training. 

Table 5. Neural network characteristics iteration 2 

Training Function  Bayesian Regularisation 

Performance Function MSE 

Layers 2 

Transfer function tansig 

Input Sample 10000 (training=7000, Validation=1500, testing=1500) 

Training time consumed during this iteration was a bit more than training one and took around 20 
mins. R-value obtained from this training was approximately 0.67, which could not predict the exact 
results, and most of  the values lie outside the index line. The training, validation, and test plots are 
shown in Figure 15.  

 
Figure 15. Training two output 
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Figure 15 shows the correlation value for the training sample (R=0.65768), validation samples 
(R=0.75778), testing samples (R=0.66576), and fitting co-relation of  the prediction model as 
R=0.67261. 

Results obtained from this training were also not optimal. Therefore, we decided to perform a third 
round with an increased dataset and a more significant number of  neurons. 

ITERATION 3 
After observing the results of  the first two iterations, we decided to increase the size of  the dataset. 
Therefore, the third training was done with a data set of  439,040 samples, and this dataset was di-
vided as per the data partitioning methodology discussed previously. Table 6 shows the neural net-
work characteristics used to train the network. One hundred neurons on a single hidden layer were 
used with tansig as a transfer function. Output layer used purelin as a transfer function. Figure 16 
shows the fitting function used in this training. 

Table 6. Neural network characteristics iteration 3 

Training Function  Bayesian Regularisation 

Performance Function MSE 

Layers 2 

Transfer function tansig 

 
Figure 16. Fitting function of iteration three 

Training time consumed during this iteration was optimal and took around 1 hour. R-value obtained 
from this training was approximately 0.88, which is bear to exact value 1. However, there was an im-
mense deviation in the values and could not predict the exact results in real-time as most values lie 
outside the index line. The training, validation, and test plots are shown in Figure 17.  

Figure 17 shows the correlation value for the training sample (R=0.88148), validation (R=0.88161), 
testing samples (R=0.88105), and fitting co-relation of  the prediction model as R=0.88143. 

Results obtained from this training were also not optimal because of  the deviation in plots, and most 
values lie outside the index line. Therefore, we decided to perform the fourth round of  testing with 
the same number of  datasets and increase the number of  hidden layers and the transfer function of  
the first hidden layer to logsig. 
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Figure 17. Training three output 

ITERATION 4 
After observing the results of  the first three iterations, we decided to change the training strategy. In 
all the previous iterations, a linear transfer function tansig was impacting the results. Therefore, we 
decided to use two hidden layers and logsig as a transfer function on the first hidden layer. The da-
taset and its data partitioning methodology remained the same as used in Iteration 3. Table 7 shows 
the neural network characteristics used to train the network. Figure 18 shows the fitting function 
used in this training. Ten neurons were used in the first hidden layer and one neuron on the second 
hidden layer with logsig and tansig as a transfer function. Output layer used purelin as a transfer 
function. 

Table 7. Neural network characteristics iteration 4 

Training Function Levenberg-Marquardt 

Performance Function MSE 

Layers 3 

Transfer function logsig/tansig 
 

 
Figure 18. Fitting function of iteration four 
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Training time consumed during this iteration was optimal and took around 3 hours. R-value obtained 
was approximately 0.998, and the deviation was as per expectations. It could predict near to exact re-
sults in real-time as most values lie on the index line. The training, validation, and test plots are 
shown in Figure 19.  

Figure 19 shows the correlation value for the training sample (R=0.99864), validation (R=0.99883), 
testing samples (R=0.99887) and fitting co-relation of  the prediction model as R=0.9987. 

 
Figure 19. Training four output 

The results obtained from this training were satisfactory because of  very minimal deviation in plots, 
and most values lie around the index line. Therefore, we decided to perform one more round of  test-
ing with the same fitting function; however, the number of  neurons was increased. 

ITERATION 5 
A new strategy was used in iteration four of  our training dataset, and it gave promising results. How-
ever, the next round of  testing was performed to check for any further improvement. Two hidden 
layers were used in this training and logsig as a transfer function on the first hidden layer. The dataset 
was kept the same as 439,040 samples, and it was divided as per the data partitioning methodology 
discussed previously. Table 7 shows the neural network characteristics used to train the network. Fig-
ure 20 shows the fitting function used in this training. Fifty neurons were used in the first hidden 
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layer and twenty neurons on the second hidden layer with logsig and tansig as a transfer function. 
Transfer function on output layer remained purelin.  

 
Figure 20. Fitting function of iteration five 

Training time consumed during this iteration was optimal and took around 8 hours. R-value obtained 
was accurate to 0.999, and the deviation was as per expectations. The obtained results could predict 
the near to exact results in real-time as most values line on the index line. The training, validation, 
and test plots are shown in Figure 21.  

Figure 21 shows the correlation value for the training sample (R=0.99971), validation (R=0.9971), 
testing samples (R=0.9971) and fitting co-relation of  the prediction model as R=0.9971. 

 
Figure 21. Training five output 

The results obtained from this training were satisfactory and matched the results observed in itera-
tion 4 of  the training. A very minimal deviation in plots and most values lie around the index line. 
Thus, a minor improvement is seen in the results even though we increased the number of  neurons 
multiple times. Figure 22 shows the abbreviated layer notation in the three-layer network used in Iter-
ation five. It shows the number of  neurons used in each layer. 
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Figure 22. Abbreviated layer notation used in iteration five 

Neurons in the first hidden were increased from 10 to 50 and from 1 to 20 on the second layer. 
Hence, we can conclude that no further training is required for this data set. However, if  we decide 
to train the network further, this model would be considered ‘Over-fit’ as the neurons start memoris-
ing the values and giving incorrect results in real scenarios. 

DATA PROCESSING AND SIMULATION 
We tested the application by simulating the data after training the dataset as per the strategy used in 
the last section. Testing was performed twice, with two datasets, i.e., 1,000 and 10,000, one with secu-
rity and attack mode enabled and the other as disabled. The time instance of  every set remains the 
same as 180 seconds. This simulation process remains the same as performed in our previous tests. 
The main point of  difference is that neural networks trained data to detect and disable suspicious cli-
ents. During this simulation, we captured only the required and necessary artefacts to prove the cor-
rect functioning of  the simulation. The simulation was first performed with 1,000 clients to test the 
correct functioning of  the application. The second iteration was performed to check the application’s 
behaviour when encumbered with ten times the number of  clients. 

The application configuration was changed from a generic IoT ecosystem to a healthcare ecosystem 
to match its unique requirements. 

Some of  the changes made in the application are as follows: 

• New slices were added to cater for the need for healthcare. Names of  the slices are men-
tioned in Figure 26.  

• Mobility pattern percentage was reconfigured as per the healthcare system. 
• A new slice as a backup for critical care services ensures uninterrupted services in attack or 

network failure. 
• Training for the data and simulation was done only for one type of  attack. 
• All the other changes are handled manually. 

Security and attack mode was enabled for two iterations. Figure 23 shows that the enabled mode us-
ing which we performed the simulation. Enabling both modes helps us test the durability and robust-
ness of  the application. Figure 24 shows that the client (71 and 83) using the slice named ‘e-smart de-
vices’ are connected and requested the required bandwidth to perform their operation. Both these 
clients are successfully connected and are performing their operations. 

 
Figure 23. Status of security and attack mode 
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Figure 24. Logs for connected client 

Figure 25 shows the final output of  the simulation. In this simulation, we have performed all the use 
cases discussed in the section, “Healthcare use cases”. Figure 25 shows the output of  each of  the use 
cases marked as 1, 2, 3 and 4. An explanation of  each use case is given in the next section.   

 
Figure 25. The final output of the simulation 
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CASE 1.  LIFE-CRITICAL SERVICES 
If  we refer to point one of  Figure 25, one module related to critical service was compromised. The 
following line shows that the clients attached to it are immediately migrated to the backup slice re-
served for critical services or the slice reserved on another station. This use case is mission-critical 
for healthcare service as it is life-impacting. 

CASE 2.  NON-CRITICAL SERVICES 
In point two of  Figure 25, some of  the clients were detected as attacked. These clients were catego-
rised as suspicious and disabled based on the learning by neural network training. The output values 
of  the client, which lies near zero, are marked as disabled because they are considered compromised 
devices, whereas the client whose value lies between zero and one are marked as suspicious. Clients 
with value one continue to enjoy uninterrupted services. The alert is generated for the clients consid-
ered attacked, and the administrator is informed about both cases. The rest of  the decision is left to 
the discretion of  administrators to investigate and decide. 

CASE 3.  SUSPICIOUS DEVICES 
The suspicious devices can use either critical or non-critical services. If  the device uses a non-critical 
service, it is either disabled or marked as suspicious, and the application sends the changes to the ad-
ministrator. If  any client uses a critical care service and is suspicious, the device is marked as suspi-
cious, and an alert is sent to the administrator. The critical care service device is not disabled immedi-
ately to avoid any harm caused by false alerts. 

CASE 4.  BASE STATION 
Section 4 of  Figure 24 shows the action taken in case any base station is compromised. As men-
tioned earlier, this is a rare scenario, but the application should be programmed to handle such sce-
narios. Figure 25 shows that base stations 2 and 9 were compromised, and the clients using the ser-
vices of  these base stations were moved to different base stations where empty slots were available. 

Figure 26 and Table 8 show the output generated from the simulation performed. As discussed ear-
lier in this section, we have performed four iterations with two datasets of  1,000 and 10,000 each. 
The first two iterations tested the application’s functionality, and subsequent two iterations with the 
dataset of  10,000 were performed to test the robustness of  the application. 

Table 8. Output values of simulation 

Iteration Security Clients TALR TC TuB(Gbps) TALR CR BC HC 

1 On 1,000 0.84 840 51.057 0.08 0.87 0.0773 0.0013 

2 Off 1,000 0.9 900 56.936 0.07 0.94 0.1063 0.0013 

3 On 10,000 0.71 7100 389.367 0.53 0.81 0.2366 0.0058 

4 Off 10,000 0.72 7200 415.111 0.53 0.84 0.2651 0.0071 

From Table 8, we can make the following observations: 

• The average load ratio(TALR) increased when the security mode is disabled. 
• Total connected users(TC) decreased with Security mode ‘ON’. 
• Bandwidth usage(TuB) increased without security mode. 
• Handover (HC) also increased without security mode. 
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These results are expected and were the basis of  enabling and enhancing the security in our solution. 
As mentioned in the methodology section, we have restricted the bandwidth to avoid its misuse, re-
sulting in the desired output. 

 
Figure 26. Output for iterations 2 and 3 

The output in Figure 26 the results obtained out of  iterations 2 and 3. Iteration 2 was performed 
with 1,000 devices and security mode disabled, whereas iteration 3 was performed with 10,000 de-
vices with security mode enabled. Both the graphs in Figure 26 show the location and slices of  all the 
1,000 and 10,000 devices. Two slices highlighted in the dotted squares show the slices disabled after 
an attack. 

Tests ensure that all the application modules are working fine with no adverse impact. The load was 
increased from 1,000 to 10,000 with both the security and attack mode ‘ON’ and one module ena-
bled with neural network learning. Another motive to conduct these four iterations was to check the 
legitimacy of  the results and establish a relation among all the test scenarios. The relation among all 
can be established from the data presented in Table 8.  

COMPARATIVE ANALYSIS OF RESULTS 
The main objective of  the simulation performed in this paper was to implement security using Ma-
chine learning in IoT based healthcare domain. A neural network was used to train the data set col-
lected during different phases of  the simulation. The design and training methodology discussed in 
the previous section of  this paper explains the procedure and the changes made into the application 
to incorporate the enhancement. There are two types of  results that we are comparing in this section: 

• Results of  training using a neural network on the dataset. 
• Results of  application after incorporating machine learning using a neural network. 

We performed multiple iterations for obtaining the best results out of  both tests. This section dis-
cusses and validates the results obtained during the simulation. 

DATASET TRAINING ANALYSIS 
The dataset training was done using the MATLAB Artificial Neural Network module in five itera-
tions. Figure 27 shows the results obtained from all five iterations. Training of  dataset started with a 
dataset size of  ~500, which was later increased to ~400,000 to obtain the best and optimum results. 
It is clear from Figure 27 that the results obtained from iterations 4 and 5 are best where R-value ex-
ceeded 0.99. However, an R-value of  1 is considered perfect, but it might not be possible to get the 
exact value for multiple reasons. In these scenarios where sometimes output can be assumptive, a 
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perfect R-value is considered ‘Over-fit’. Training iterations 1-3 were performed using a single hidden 
layer and tansig as the transfer function. Tansig is good at handling linear regression functions, 
whereas we expect the output value between 0 to 1. Therefore, iterations 4 and 5 were conducted us-
ing two hidden layers and the transfer function of  the first hidden layer was changed to logsig. 

The change was visible in iterations 4 and 5, where we obtained almost perfect results. Figure 27 
shows the function used in these iterations. Again, a device value 0 is blocked, and a device with the 
value of  1 is considered an appropriate device. 

 
Figure 27. Training result 

Figure 28-A shows the deviation in values obtained by results generated from iteration 5 of  the train-
ing. This iteration is considered the ‘Just-fit’ case out of  all the five pieces of  training conducted. Fig-
ure 28-B also shows that there are chances of  false-positive and true-positive cases. The same is visi-
ble in the error histogram of  Figure 28-C. The error value is 3.14E-05 (0.0000314), which almost lies 
near 0. All these readings show many chances of  error because of  the deviation, as shown in Figure 
28-A. Such deviations are handled by sending alerts to administrators using the alert management 
module of  the IoT layer architecture. Therefore, as discussed in Figure 4, the alert and administrator 
module becomes essential to handle such scenarios. 

 
Figure 28. Training analysis 
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In Figure 29, the first two diagonal cells show the number and percentage of  correct classifications 
by the trained network. For example, 156,800 bandwidths are correctly classified as blocked. It corre-
sponds to 35.7% of  all datasets. Similarly, 279,627 cases are correctly classified as ok to proceed, cor-
responding to 63.7% of  all datasets. 

 
Figure 29. Confusion matrix 

Of  the datasets, 2,613 are incorrectly classified as blocked, corresponding to 0.6% of  all the datasets. 
Similarly, 0 of  the bandwidth data are incorrectly classified as allowed, corresponding to 0% of  all 
data. The result obtained is perfect because none of  the suspicious clients is allowed to use services. 
Administrators manually handle such cases. 

• For output class 0, out of  159,413 bandwidth predictions, 98.4% are correct, and 1.6% are 
wrong.  

• For output class 1, out of  279,627 client bandwidth predictions, 100% are correct, and 0% 
are wrong.  

• For target class 0, out of  156,800 cases, 100% correctly predicted, and 0% predicted as 
blocked.  

• For target class 1, out of  282,240 cases, 99.1% were correctly classified as allowed to use ser-
vices, and 0.9% were classified as suspicious. 

Overall, 99.4% of  the predictions are correct, and 0.6% are wrong. 0.6% seems to be a meagre fig-
ure, but if  we consider many customers using the services, then 0.6% can impact a large number of  
clients. Therefore, a large number can, in turn, increase the load on administrators and agents han-
dling such cases. 

RESULT ANALYSIS OF APPLICATION SIMULATION 
The application simulation was performed to ensure that results obtained after the inclusion of  the 
neural network module are optimal and that there is no adverse impact on the application. 

As shown in Figure 30, four iterations of  application simulations were performed to match the re-
sults. The first round of  simulation was done with 1,000 clients, followed by 10,000 clients. Each 
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round was simulated with and without a security feature. Time instance was constant at 180 seconds. 
All the relations among the data generated were analysed as correct. We need to note that both the 
security and attack mode in simulation number 1 and 3 was enabled, whereas in iteration number 2 
and 4, both these modes were disabled. These simulations were performed to establish the relation-
ship and confirm that the output generated is correct. Table. 9 shows the definitions of  the data cap-
tured during simulation.  

Table 9.  Definition of values 

Definition 

Total 
con-

nected 
users 

Total 
used 
band-
width 

Aver-
age 
slice 
load 
ratio 

Aver-
age 
slice 
client 
count 

Coverage 
Ratio 

Handover 
Count 

Block 
Count 

Symbol TC TuB TALR TACC CR HC BC 

Total connected users (TC): We can see that while the total connected users average was around 90% 
when the simulation was tried with 1,000 clients, it was reduced to around 70% in the case of  10,000 
clients. The drop in the number of  connected users is as expected due to resource limitations, and as 
the active number of  users was high, it becomes hard to get new connections.  

Total used bandwidth (TuB): TuB is the bandwidth allocated to the total connected users (TC). The 
TuB is directly proportional to the TC. Therefore, as the number of  clients increases, the bandwidth 
allocated also increases and vice versa. The same is clear from Figure 30, where TuB increases with 
the total number of  clients. 

Handover Count (HC): HC is the count of  client handover among different base stations. Handover 
happens with the movement of  a device from one location to other, which is done on the base sta-
tion at the movement site. HC is also directly proportional to the TC, more connected clients means 
more handover. 

Most of  the other terminologies are self-explanatory. 

 
Figure 30. Simulation results 
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Figure 30 shows that the results generated in all four simulations are correct and expected. The re-
sults are following the real-world scenarios. There is no significant impact on the application’s perfor-
mance by introducing ANN in the bandwidth module of  the application. It can be analysed that the 
application worked as expected during all four iterations of  the simulations. 

Figure 25 shows that the four case studies studied by enabling security and attack mode worked fine. 
Devices were marked as suspicious, and few others were blocked. Impact on the critical care services 
was handled promptly, and impacted devices were moved to the backup slice to ensure seamless ser-
vices. If  the base station is impacted, all the resources belonging to it are migrated to other free base 
stations. 

Hence, we can conclude that the relation among all the tests performed is established. The security 
feature of  the application helps detect suspicious devices and blocks them if  required. All the re-
quired snapshots are copied here to prove them and establish the facts. 

RESEARCH ANALYSIS AND DISCUSSION 
This paper has amplified and implemented our previous research to include machine learning for de-
tecting and disabling the devices, termed as suspicious. Here, we have implemented the solution to 
the healthcare domain, which also shows the flexibility that it can be easily moulded and imple-
mented to any other domain. We have selected healthcare because, due to the increasing impact of  
COVID, this sector is being stress-tested for the last couple of  years and requires some cost-effective 
security solutions. Most of  the solutions discussed in the literature review section propose a partial 
solution for any one domain or only provides a data privacy solution. Our research has designed a 
machine learning solution and implemented it using network slicing technology. We have already ex-
plained the technical aspects of  the results, and the experiments were done in several iterations in the 
previous section. The four use cases are unique and are applied only to the healthcare care domain. 

As discussed previously, Makani and Reddy (2018) proposed a machine learning solution that acts as 
the first layer of  defence that works below the application layer. P. et al. (2021) suggests a solution 
that detects DoS/DDoS on the IoT ecosystem. In contrast, our machine learning solution provides 
multi-layers of  defence that can work on network-layer and application layers. While working on the 
network layer, it can detect attacks on or by IoT devices. Furthermore, it can help isolate attacks 
on/by the device using critical and non-critical services on the application layer. Such capability is 
missing in most of  the other solutions discussed previously. 

The resource used was very optimal under the test conditions, and we were able to execute all the 
simulations on a typical desktop machine. As mentioned in the Future Work section, a test scenario 
created under the production scenario would explain the exact details. The additional resource re-
quired in this experiment was used for the machine learning module, and automation was used to 
handle four use cases. 

The two other solutions discussed previously and proposed by Hamza et al. (2020) and Luo et al. 
(2018) present healthcare data privacy solutions. However, the methodology used by both these pa-
pers is different where the first solution used encryption and the latter developed a cloud-based solu-
tion for secure transfer of  medical records. Our solution proposes an end-to-end security solution 
for each layer, and the proposed architecture also caters to the whole healthcare ecosystem. Further-
more, the administrator and alert management module proposed in the layered architecture is an 
added feature. The design of  this solution is modular, and anyone can easily configure it to suit the 
needs of  their ecosystem, which is missing in most of  the solutions discussed previously. 

The solution discussed by Jimenez and Torres (2015) provides a monitoring and alerting solution 
which can be integrated with our solution to ensure data privacy and security. Moreover, our solution 
prioritises the patients based on the criticality in case any attack scenario occurs. 
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We have discussed a few of  the existing problems and solutions provided in the previous researches 
in our literature review section. The different gaps identified in the literature review varied differently. 
Most of  the solutions failed to handle the life saving critical services separately and provided encryp-
tion or user authentication and authorisation solutions. These points address the security issue to 
some extent but are not an end-to-end solution. We didn’t find any related research that can cater to 
all the four use cases in a single solution cost-effectively using machine learning. The design method-
ology explains every aspect of  the solution in a detailed way showing the application and layer archi-
tecture. There are many IDS solutions currently available in an open market; few of  them are dis-
cussed here. Individually looking, the solutions are amicable and provide the best market solution, 
but the gaps pop up when combined with healthcare. Many of  the prevalent gaps can get filled by 
using this solution. Moreover, the flexibility of  this solution is an added advantage, and it can be 
moulded and configured easily as per the applicable use case in most of  the IoT ecosystems.  

Hence, we can easily conclude that the solution presented in this research is unique in many aspects 
to most of  the prevalent solutions in many ways discussed above and very much comparable to the 
other similar solutions available in the market. The main benefit of  this solution is the ability to han-
dle security in many ways and domains and its pliability to get easily adapted. The main goal of  this 
research was to provide a cost-effective solution that can be easily implemented and used worldwide. 
We think it has been fulfilled to some extent; more work is required to automate this solution fully, 
and all the modules enabled with artificial intelligence. 

CONCLUSION AND FUTURE WORK 
This research aimed to develop a secure and cost-effective solution that can be deployed in the 
healthcare ecosystem. A 5G slicing system was selected to achieve this objective, and the machine 
learning module was introduced to make the solution more robust and intelligent. With the penetra-
tion of  numerous IoT devices in the healthcare domain, achieving this objective was much more 
manageable. This paper proposed an IoT-enabled healthcare ecosystem that included almost all 
healthcare components like ambulances, hospitals, and many health monitoring devices. The IoT lay-
ered architecture discussed in the design and methodology section provides a high-level view of  the 
application design and the placement of  its different modules. Alert management, log analysis, intru-
sion detection, and administrators module are the most crucial application parts. These modules 
manage the whole functioning of  the application because devices at all layers are directly or indirectly 
connected and coordinated by these modules only. Additionally, the modules are managing all the es-
sential operations and functioning of  the application. 

The healthcare ecosystem has always been the centre stage for any economy throughout the world. A 
country is considered developed, developing or underdeveloped based on the healthcare infra and 
services available. Because of  the nature of  data generated, privacy is one of  the most important fac-
tors when considering healthcare. Privacy of  any data is directly related to its security when at various 
stages of  its life, i.e., data in transit, data in process, data at rest, and while being destroyed. This re-
search aims to provide a security solution for the healthcare ecosystem to provide seamless services 
while detecting and eliminating suspicious devices in the network and ensuring zero impact for criti-
cal care units. As mentioned earlier, this research is an advancement of  our previous research, where 
a generic security solution using knowledge-based IDS was implemented. 

To conclude that the application’s performance and behaviour remain the same, even after including 
a new module, the simulation was performed using 1,000 and 10,000 devices respectively, with and 
without security mode. Again, the results have proved that there was no significant impact on the 
performance of  the applications. We selected the four most relevant use cases in our simulation, one 
of  which was for critical care services. Handling critical care services was crucial because any impact 
on life-saving services nullifies the whole purpose of  this prolonged exercise. However, if  imple-
mented, this solution can work as a boon in the current scenario where COVID impacts the whole 
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world, especially for the underdeveloped and developing countries whose healthcare system has al-
most collapsed.  

Analysis of  the trained dataset shows that the training performed with the neural network using two 
hidden layers and logsig as the transfer function on the first hidden layer provided the best results. 
This combination was performed using iteration numbers four and five. The number of  neurons on 
both the layers was increased multiple times in iteration five. However, the data training accuracy was 
increased marginally from 0.9987 to 0.99971. The result was not as expected in iterations one, two, 
and three, where we used a single hidden layer and tansig transfer function. The result obtained con-
cludes that using multiple hidden layers and a non-linear transfer function logsig made a huge differ-
ence. This simulation is a subset of  the more extensive simulation performed by us on the 5G net-
work sliced network to enhance its security. The module trained with the neural network can be ap-
plied to make the network more intelligent and robust. This enhancement helps detect the probable 
and suspicious devices and isolate them before any harm is caused on the network. The solution 
works both as an intrusion detection and prevention system by detecting and blocking them from us-
ing network resources. We can discuss the system’s accuracy because 1.6% of  devices were incor-
rectly identified and requires manual administrators intervention and decision to allow or block them. 
However, we have handled this scenario for life-saving critical services by not blocking them in any 
scenario and passing the message to administrators.  

Here, we would again like to repeat the statement, “Imaginations and technology enhancements have 
no limit”. We have enhanced our research from testing ten devices with implementing security to 
10,000 devices and included neural networks to train the network and detect suspicious devices. As a 
result, practitioners can efficiently use this solution as an affordable answer to the costly security so-
lutions available in the commercial market and deploy it over a sliced network. However, there is al-
ways a scope for improvement, and telecom is the liveliest example of  this. Telecom technology has 
grown from 1G to 5G and is currently developing 6G technology. Jain et al. (2021) have discussed 
using artificial intelligence to enhance the solution, whereas our paper accomplishes it to some extent 
by implemented ML using ANN. Hereon, we can enhance this application to a new level where new 
security modules like authentication and authorisation mechanism, and data encryption can be in-
cluded. 

Furthermore, machine learning and artificial intelligence can be extended to other parts of  this appli-
cation as well. For example, in the literature review section of  this paper, we have reviewed some of  
the encryption mechanisms designed specially to ensure the privacy of  healthcare records. In addi-
tion, we can include authentication modules to make it more robust and secure at all levels. Finally, 
we can say that further prospects can be achieved by deploying and testing it in a live environment by 
having artificial intelligence enabled in the remaining modules. 
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