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ABSTRACT 
Aim/Purpose In this article, we provide a better solution to Webpage access prediction. In 

particularly, our core proposed approach is to increase accuracy and efficiency 
by reducing the sequence space with integration of  PageRank into CPT+. 

Background The problem of  predicting the next page on a web site has become significant 
because of  the non-stop growth of  Internet in terms of  the volume of  con-
tents and the mass of  users. The webpage prediction is complex because we 
should consider multiple kinds of  information such as the webpage name, the 
contents of  the webpage, the user profile, the time between webpage visits, dif-
ferences among users, and the time spent on a page or on each part of  the page. 
Therefore, webpage access prediction draws substantial effort of  the web min-
ing research community in order to obtain valuable information and improve 
user experience as well. 

Methodology CPT+ is a complex prediction algorithm that dramatically offers more accurate 
predictions than other state-of-the-art models. The integration of  the im-
portance of  every particular page on a website (i.e., the PageRank) regarding to 
its associations with other pages into CPT+ model can improve the perfor-
mance of  the existing model.  

Contribution In this paper, we propose an approach to reduce prediction space while improv-
ing accuracy through combining CPT+ and PageRank algorithms. Experimental 
results on several real datasets indicate the space reduced by up to between 15% 
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and 30%. As a result, the run-time is quicker. Furthermore, the prediction accu-
racy is improved. It is convenient that researchers go on using CPT+ to predict 
Webpage access. 

Findings Our experimental results indicate that PageRank algorithm is a good solution to 
improve CPT+ prediction. An amount of  though approximately 15 % to 30% 
of  redundant data is removed from datasets while improving the accuracy. 

Recommendations  
for Practitioners 

The result of  the article could be used in developing relevant applications such 
as Webpage and product recommendation systems. 

Recommendations  
for Researchers  

The paper provides a prediction model that integrates CPT+ and PageRank 
algorithms to tackle the problem of  complexity and accuracy. The model has 
been experimented against several real datasets in order to show its perfor-
mance. 

Impact on Society Given an improving model to predict Webpage access using in several fields 
such as e-learning, product recommendation, link prediction, and user behavior 
prediction, the society can enjoy a better experience and more efficient envi-
ronment while surfing the Web. 

Future Research We intend to further improve the accuracy of  webpage access prediction by 
using the combination of  CPT+ and other algorithms. 

Keywords Webpage access prediction, sequence prediction, compact prediction tree, Pag-
eRank algorithm 

INTRODUCTION 
Currently, the problem of  modelling and predicting a user’s browsing behaviour on a web  site has 
attracted a lot of  research interest as it can be applied in improving web  cache performance, 
Webpages recommendation, search engines enhancements, understanding and influencing buying 
patterns, and personalizing the browsing experience (Deshpande & Karypis, 2004). In e-commerce, 
the next pages prediction is very necessary and critical. The prediction supports companies to deal 
with issues relating to customers such as their trends in buying and their interests in particular prod-
ucts. In this paper, we propose an effective solution to enhance the performance of  the Webpage 
access prediction. In particularly, our proposed approach is to increase accuracy and efficiency by 
reducing the sequence space with integration of  PageRank into CPT+ model. 

In the task of  modelling and predicting webpage access, it is desirable to find strategies to analyse 
and retrieve the interestingness of  pages in order to yield meaningful predictions of  possible 
webpage access. Thus, this problem is the main motivation for this research study. In fact, the 
webpage access prediction on a web site is a major and challenging problem. This problem has be-
come significant because of  the non-stop growth of  Internet in terms of  huge volumes of  contents 
and increasingly quantity of  users. Furthermore, while calculating the next page accesses, we may 
want to consider several kinds of  information, such as the webpage name, the contents of  the 
webpage, the profile of  the user, the time between webpage visits, differences among users, and the 
time spent on a page or on each part of  the page. Thus, many different kinds of  data exist. There-
fore, webpage access prediction is a significant topic of  research. Among the proposed methods, se-
quence prediction models using CPT+ (Gueniche, Fournier-Viger, Raman, & Tseng, 2015) are the 
most popular method due to its performance. In this article, we present an approach that reduces the 
prediction space while preserving accuracy by integrating an important factor to web pages titled 
PageRank.  

The remainder of  the paper is organized as follows. In Section 1, we present a definition of  the 
problem of  predicting webpage access, CPT+ and PageRank algorithm. Subsequently Section 2 pro-
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poses a novel approach to webpage access prediction. In the following two sections, we present an 
experimental evaluation and an experimental study. Finally, we conclude with our solution. 

BACKGROUND 
DEFINITION OF SEQUENCE DATABASE 
A sequence database used in webpage prediction, SDP, is a set of  sequences. Let there be a set P = 
{p1, p2, …, pn} of  webpages. A sequence database contains sequences S = {s1, s2…sn}, where si is an 
ordered list of  webpages. Table 1 shows a sequence database containing five sequences. The first se-
quence, named s1, contains 6 pages. This sequence means that a user has visited pages p1, p2, p4, p6, p3, 
and p5, in that order.  

 

Table 1. An example of  a sequence database 

ID SEQUENCE 
s1 p1, p2, p4, p6, p3, p5 
s2 p4, p3, p4, p6, p2 
s3 p1, p2, p4, p9, p3, p7, p3, p10 
s4 p6, p1, p4, p8, p3, p5 p3, p3 

 

The problem of  webpage prediction consists of  predicting the next web pages in a sequence given 
the information contained in a set of  training sequences. 

For example, consider that a user visits the web pages p1, p2, p3, and p4, in that order. The sequence 
prediction can then be used to preload a webpage or recommend that webpage to the user. Figure 1 
illustrates the problem of  webpage prediction.  

 

 
Figure 1. An illustration of  webpage prediction 

In addition, to create sequence databases, especially from weblog data, see (Da, Hanh, & Duy, 2018). 

THE PROBLEM OF WEBPAGE PREDICTION 
Webpage prediction is the problem of  calculating the next web pages that a user may visit based on 
the web pages previously visited by that user or by a group of  users (Narvekar & Banu, 2015). In 
general, webpage prediction involves two steps. First, a sequence prediction model is trained to pre-
dict webpage access using training sequences of  pages visited by one or more users. The second 
step involves applying the trained model to some new sequence to predict the next webpage in that 
sequence. Figure 2 illustrates this general process of  webpage prediction.  

The input is a set of  training sequences from one or more users. The output of  a prediction is a set 
of  one or more web pages that are deemed to be the most likely to be visited by the user next. Some 
prediction models may be designed to output a single webpage, while others may be designed to out-
put several pages. 
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Figure 2. General workflow of  Webpage prediction 

The process of  webpage prediction is similar to the problem of  classification in data mining. Howev-
er, key differences relative to the traditional problem of  classification are that the time dimension is 
considered in webpage prediction, and other information, such as the importance of  every page and 
the user’s profile may also be considered.  

To predict webpage access, many different approaches have been proposed, such as machine learn-
ing, association rules (Geetharamani, Revathy, & Jacob, 2015; Yang, Li, & Wang, 2004), sequential 
patterns (Fournier-Viger, Gomariz, Campos, & Thomas, 2014; Fournier-Viger, Lin, Kiran, Koh, & 
Thomas, 2017; Mabroukeh & Ezeife, 2010; Mobasher, Dai, Luo, & Nakagawa, 2002), and sequential 
rules (Fournier-Viger, Wu, Tseng, Cao, & Nkambou, 2015). However, one of  the significant limita-
tions of  the aforementioned approaches is that they are outmoded. Moreover, they also have several 
limitations, as follows: 

Machine learning-based approaches build lossy models that may ignore relevant information from 
the training sequences when making predictions (Gueniche, Fournier-Viger, & Tseng, 2013).  

According to (Gueniche et al., 2015), the abovementioned models suffer from some major draw-
backs. (1) Most of  them assume the Markovian hypothesis that each event solely depends on the 
previous events. The prediction accuracy using these models can thus dramatically decrease. (2) Only 
part of  the information contained in the training sequences is used. Therefore, these models ignore 
some of  the information contained in the training sequences when making predictions, and this fea-
ture can severely reduce the accuracy of  these models. For instance, Markov models typically consid-
er only the last k items in the training sequences in performing a prediction, where k is the order of  
the model. A solution to this problem is to increase the order of  the Markov models. Nevertheless, 
increasing the order of  Markov models often leads a very high state of  complexity, thus making them 
impractical for many real-life applications.  

Currently, regarding to sequence prediction, CPT+ (Gueniche et al., 2015) is up to 98 times more 
compact and 4.5 times faster than CPT (Gueniche et al., 2013), and CPT+ has the best overall accu-
racy when compared to six state-of-the-art models from the literature (Gueniche et al., 2015). 

CPT+ 
(Gueniche et al., 2015) proposed solutions to address the drawbacks of  CPT (Gueniche et al., 2013); 
specifically, this earlier study suggests three strategies named frequent subsequence compression 
(FSC), simple branches compression (SBC) and prediction with improved noise reduction (PNR). 

Frequent subsequence compression (FSC)  
According to (Gueniche et al., 2015), frequent subsequence compression (FSC) includes three steps: 
(1) the identification of  frequent subsequences in the training sequences, (2) the generation of  a nov-
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el item in the alphabet Z of  items for every frequent subsequence, and (3) the replacement of  every 
frequent subsequence by the corresponding novel item when inserting training sequences into the 
prediction tree. Further, a novel data structure is introduced to store the frequent sub-sequences, and 
it offers a fast means of  translating each subsequence into its respective item and vice versa. To re-
duce the number of  nodes in the prediction tree, each frequent subsequence is replaced by a novel 
symbol (Gueniche et al., 2015).  

Simple branches compression (SBC)  
To reduce the size of  the prediction tree, an intuitive compression strategy, namely simple branches com-
pression (SBC), has been proposed. In SBC, each single node representing the whole branch takes the 
place of  each simple branch – a branch leads to a single leaf. Traversing the prediction tree from the 
leaves using the inverted index supports the identification and replacement of  the simple branches. 

Prediction with improved noise reduction  
The prediction with improved noise reduction (PNR) strategy relies on the observation that noise in 
training sequences consists of  items having a low frequency, where an item’s frequency is defined as 
the number of  training sequences containing the item (Gueniche et al., 2015). In applying this obser-
vation, PNR removes only items having a low frequency during the prediction process.  

According to (Gueniche et al., 2015), the main properties of  prediction with improved noise reduction 
(PNR) are that it requires a minimum number of  updates on the CT to perform a prediction and 
noise is defined based on the frequency of  items and proportionally to the sequence length. 

PAGERANK ALGORITHM 
PageRank calculation relies on the idea of  counting backlinks (citations) to a certain page. It was 
proposed by Sergey Brin and Lawrence Page, and it provides a way of  measuring the importance of  
website pages.  

PageRank algorithm was used to build the very successful search engine Google a huge success (Wu 
et al., 2008). According to (Page, Brin, Motwani, & Winograd, 1999), PageRank can be calculated 
using a simple iterative algorithm, and it corresponds to the principal eigenvector of  the normalized 
link matrix of  the web. The developers of  PageRank give a formula for calculating PageRank towards 
page A as follows: 

PR(page A) = (1-df) + df(PR(T1)/C(T1) + PR(T2)/C(T2) +... + PR(Tn)/C(Tn)) (1) 

Where: 

PR(page A): PageRank of  page A 

Ti: a page that links to page A 

PR(Ti): PageRank of  page Ti 

C(Ti): the number of  pages that page Ti links to 

df: a damping factor (d = 0.85 is used by many researchers). 

PROBLEM DEFINITION 
Currently, to predict Webpage access, a state-of-the-art solution is utilizing sequence prediction. In 
particularly, CPT and an improved version called CPT+ have been proposed. However, reducing 
Webpage access prediction time complexity and how to increase speed but to avoid decreasing accu-
racy is very necessary. Although improved, this is still time consuming. To resolve this problem, we 
introduce a solution to increase computational efficiency while to remain the accuracy for Webpage 
access prediction. Our proposal is that, before utilize CPT+ to predict on a sequence database, we 
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should shorten the size of  the original sequence database but avoid the prediction accuracy. In fact, 
the decline the prediction space is very meaningful because with regard to very large datasets, the 
prediction would encounter the challenge in terms of  time.  

PROPOSED ALGORITHMIC APPROACH  
In this section, we propose a method of  reducing the space of  webpage access prediction based on 
CPT+ (Gueniche et al., 2015) while preserving or increasing the accuracy of  sequence prediction. 

Suppose that a sequence database SD contains N sequences. 

Step 1: Convert the sequence database into a graph database. 

Every pair of  contiguous pages {pi, pj} in a sequence can be considered as a relationship between two 
vertices or two nodes. Where an arrow (pi, pj) goes from pi to pj, pj is called the head of  the arrow, and 
pi is called the tail of  the arrow. Moreover, pj is said to be a direct successor of  pi, and pi is said to be a 
direct predecessor of  pj. 

For example, suppose that there are two access sequences S1 = {pA, pD, pZ, pK, pN} and S2 = {pD, 
pN, pT}. Following the discussion above, their sub-graph can be presented as shown in Figure 3. 

 
Figure 3. A sample subgraph is created from a sequence 

 

Step 2: Determine PageRank of  every page 

Based on PageRank calculation method, PageRank of  every page in the sequence database is calcu-
lated. 

Step 3: Determine the average PageRank of  every sequence 

Suppose that the sequence database SD contains N sequences, and Sj is the sequence at position j in 
the SD. 

In the sequence database SD, for each sequence, one page in the sequence has one proper PageRank 
value. Let M be the number of  pages in sequence S, and pi is the page at position i in the sequence S. 
The average PageRank of  the sequence S can then be calculated as shown below: 

AVG_PR (Sj) = ∑ 𝑃𝑃(𝑝𝑖)𝑖=1
𝑀

𝑀
                           (2) 

Where: AVG_PR(Sj) is the average PageRank of  all pages in the sequence Sj 
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Step 4: Sort all of  the sequences in the sequence database SD by the average PageRank of  all of  the 
sequences from high to low without loss of  accuracy. 

The main purpose of  this step is to remove redundant and noisy sequences from the sequence data-
base and to retain useful sequences for prediction.  

Let k ∊ (0,100) be the percentage of  the size of  sequence database. For example, with k = 75 (%) 
and N = 100000, the new size of  the sequence database would be 75000.  

In reducing the size of  the sequence database, we could choose k randomly. However, to preserve 
the accuracy of  sequence prediction, appropriate values of  k should be chosen. In particular, let acc1 
be the accuracy of  sequence prediction for the original sequence database. Similarly, let acc2 be the 
accuracy of  sequence prediction for the reduced-size sequence database (the new size of  the original 
sequence database). If  acc2 ≥ acc1, the chosen value of  k is useful. Thus, k (%) of  the number of  
sequences in the original sequence database are retained.  

Step 5: Using CPT+ model for sequence prediction 

With the reduced-size sequence database obtained from Step 4, the next pages are predicted follow-
ing CPT+ model. 

Figure 4 describes the pseudo code for the above steps. 

 
Figure 4. Pseudo code for building Graph Database 

The procedure Average_by_sequences is used to determine the average value of  PageRank by eve-
ry sequence in sequence database. It is shown in the Figure 5. 

Let arr_avg be an array containing Average PR values of  every sequence. 

Let arr_temp be an array containing PageRank values of  every sequence.  
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Figure 5. Pseudo code for calculating Average PageRank by sequences and Average Rows 

Average_Rows works as follows: 
Line 1, Line 2: Initialize S (sum of  items by rows). 
Line 3: For loop to visit sequences in sequence database. 
Line 5: Determine sum of  values by sequences. 
Line 6: Specify average PR’s values by every sequence in sequence database. 
 
According to Figure 6, a step-by-step example of  proposed algorithmic approach is illustrated.  

There are five steps are shown as follows. 

 Input a sequence database 
 Convert links into nodes for a graph database 
 Display nodes and their PageRank 
 Calculate average of  PageRank for each sequence 
 Show sequence database (sort decreasingly by average of  PageRank for each sequence) 
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Figure 6. An example of  proposed algorithmic approach 

The zone 1 in the Figure 6 displays 8 sequences in a sequence database. Every sequence contains web 
pages. For example, the first sequence includes pages such as 71, 22, 56. Each page from this se-
quence is separated by single space and a -1. The value "-2" indicates the end of  the sequence. All 
pages in this sequence database were encoded by numbers from lowest one to highest one in which 
the lowest number is 0, the higher number is H, where H is the quantity of  all distinct pages.  In this 
case, the page 71 corresponds with node 16, the page 300 corresponds with node 19 and so on. A 
graph built from the sequence database (see Zone 1 and Zone 2 in Figure 6) is illustrated in Figure 7. 
The result that gained in Zone 3 was calculated with d = 0.85, the number of  nodes is 20, the num-
ber of  loops is 1000. According to Zone 4, shown in Figure 6, the average of  values of  Page Rank 
for every sequence were calculated. For example, the first sequence has the average of  values of  Page 
Rank 0.063, the second sequence has the average of  values of  Page Rank 0.055, and so on. The last 
zone (Zone 5) shows that sequences in this sequence database were sorted by average of  values of  
Page Rank (from highest value down to lowest one). 
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Figure 7. A graph was created from sequence database 

EXPERIMENTAL EVALUATION  
To evaluate the accuracy of  our proposed approach, a set of  experiments is performed. Our test en-
vironment consists of  a computer with an Intel i7 third-generation processor with 31.5 GB of  avail-
able RAM running a 64-bit version of  Ubuntu 16.04.5 LTS (Xenial Xerus) using Java 8.1 environ-
ment with Eclipse Neon.3. 

DATASETS 
We use three real datasets that have been collected from philippe-fournier-
viger.com/spmf/index.php?link=datasets.php They contain sequences of  web pages visited by users 
on websites. 

MSNBC is a dataset of  clickstream data. The original dataset contains up to 989,818 sequences col-
lected from the UCI repository (http://archive.ics.uci.edu/ml/index.php). In this research, we mine 
on a sub-dataset of  MSNBC containing 31,790 sequences and 18 distinct pages. 

FIFA is a dataset created by processing a part of  the web logs from the World Cup. In this paper, we 
choose a dataset consisting of  20,450 sequences of  clickstream data from the website of  FIFA World 
Cup 98 (http://hita.ee.lbl.gov/html/contrib/WorldCup.html). There are distinct 2991 pages in this 
dataset. 

KOSARAK is a clickstream dataset collected from a Hungarian news portal 
(http://fimi.ua.ac.be/data) This dataset contains 69999 sequences and 19986 distinct pages. This da-
taset is the largest dataset used in our experimental evaluation. 

http://archive.ics.uci.edu/ml/index.php
http://hita.ee.lbl.gov/html/contrib/WorldCup.html
http://fimi.ua.ac.be/data
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EVALUATION FRAMEWORK 
We developed part of  the source code related to Page Rank calculation at the link 
https://cocosci.github.io/MPIPagerank/ (visited on 14-Jan-2019) to complete our proposed ap-
proach. 

Besides, we utilized the SPMF framework (Fournier-Viger, Gomariz, Gueniche, et al., 2014) for 
comparing our approach with state-of-the-art approaches applied to the three datasets above. The 
framework was developed in Java. According to (Gueniche et al., 2013), a prediction has three possi-
ble outcomes: (i) The prediction is a success if  the generated candidate appears in the suffix of  the 
test sequence; (ii) The prediction is not a match if  the predictor is unable to perform a prediction; 
(iii) Otherwise, the prediction is a failure. We use the accuracy measure to assess the overall perfor-
mance of  each predictor. 

 

Accuracy =  |𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠|
 |𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠|

                             (2) 

Where: Accuracy (eq. 2) is our major measure to evaluate the accuracy of  a given predictor 
(Gueniche et al., 2013). It is the number of  successful predictions compared to the total number of  
test sequences. 

RESULTS  
In this experiment, we use PageRank algorithm to shorten the size of  three real datasets such as 
MSNBC, FIFA and KOSARAK. Then, we check the accuracy on new datasets (after shortening the 
size of  original datasets) by using SPMF framework (Fournier-Viger, Gomariz, Gueniche, et al., 
2014). Particularly, we chose 21 different values of  K at points of  2% interval (through 100% down 
to 60%) for reducing the size of  the sequence databases using our proposed approach presented in 
Section 3. All mentioned shorten datasets could be downloaded at http://bit.ly/2AniqEm. The re-
sults are shown in three figures 8, 9 and 10, respectively. 

As illustrated in Figure 8, the original sequence database MSNBC has a prediction accuracy of  
46.389% (correspond with the line x =46.389). This is a relatively low. As shown in this figure, the 
prediction accuracy steadily increases as the dataset of  sequences is reduced down to 90%, and after 
that it continues to improve slightly. This shows the original dataset MSNBC still contains much re-
dundant and meaningless data. It means that using PageRank algorithm to reduce useless data is a 
appropriate solution. 

Figure 9 shows the original dataset FIFA has an accuracy of  99.888% (correspond with the line x 
=99.888), a rather high accuracy. At the points K ∊ [82%, 100%), the accuracies of  datasets with 
shorten size of  FIFA dataset are higher than that of  original FIFA dataset. 

Also, in Figure 10 the original dataset KOSARAK achieves an accuracy of  99.947% (correspond with 
the line x =99.94). Although with some fluctuation, the prediction accuracies with shortened versions 
of  KOSARAK dataset are always higher than that of  that original KOSARAK dataset, reaching a 
peak at the point K = 78%. It drops below the original level at K = 66%.  

 

https://cocosci.github.io/MPIPagerank/
http://bit.ly/2AniqEm
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Figure 8. Reducing the size of  MSNBC dataset without the accuracy (up to 40%)  

 

 
Figure 9. Reducing the size of  FIFA dataset without the accuracy (up to 15%)  
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Figure 10. Reducing the size of  KOSARAK dataset without the accuracy (up to 30%)  

To further evaluate our proposed approach, we measure the execution time in milliseconds that the 
system takes to produce top five best predictions (pages to access next) with and without PageRank 
algorithm. This evaluation is done on the two datasets FIFA and KOSARAK, with 30 examples of  
sequence prediction from each dataset. For the dataset FIFA, we chose the K = 100% and K =85%, 
and then use CPT+ to predict webpage access to produce the comparison results. Similarly, for the 
dataset KOSARAK, we chose the K = 100% and K =68% for comparison. The top five best predic-
tions along with measurements of  execution time are listed in Appendices A and B respectively, and 
the related summary statistics are given in Table 2. 

Table 2. Statistical Results of  Execution Time Comparison (N=30) 

Datasets Reduction 
Scales (k) 

Mean  
(milliseconds) 

Std. Devi-
ation 

Difference t-
statistic 
(T-test 

statistic)  

p-value 
(Probability 

value) 

FIFA 100% 13308.37 1052.72 3450.67 9.336 <0.001 
85% 9857.70 1766.10 

KOSARAK 100% 14572.00 1352.78 4110.17 16.083 <0.001 
68% 10461.83 581.83 

 

The experimental results show that using PageRank algorithm to reduce the size of  datasets resulted 
in significant shortening of  execution time and thus improved the system’s efficiency. As shown in 
Table 2, the computation of  prediction with the reduced dataset of  sequences is approximately 1.35 
times faster than that of  the original dataset in the case of  FIFA, and approximately 1.4 times faster 
in the case of  KOSARAK. In both cases, a paired sample t-test found the difference in execution 
time to be statistically significant. 
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FINDINGS AND DISCUSSION 
The experimental results show that shortening datasets for webpage prediction is very significant and 
useful. As illustrated, in datasets having very low accuracies of  prediction, redundant and meaningless 
data are required to be eliminated. In the case of  MSNBC, the original prediction accuracy is just less 
than 50%. This poor performance accounts for the large amount of  redundancy in the dataset. As 
shown by the experiment, the accuracy of  MSNBC is improved more than 20% thanks to PageRank 
algorithm removing useless data. The low accuracy before using PageRank is due to the number of  
distinct item in this dataset is quite small (only 17 items and the average number of  itemsets per se-
quence is 13.33). Besides, there are a lot of  items appear repetitively in the same sequences. For ex-
ample, the sequence 1 -1 2 -1 3 -1 1 -1 2 -1 1 -1 2 -1 1 -1 2 -1 1 -1 -2 has too many item 2 and they are 
occur many times. 

Although the prediction accuracies of  FIFA dataset and KOSARAK dataset are relatively high, they 
can be improved by applying PageRank algorithm. Furthermore, the prediction runtime is also de-
creased. 

 

Figure 11. Shortening the size of  datasets KOSARAK, FIFA, MSNBC without accuracy  

According to the results, if  the size of  dataset is reduced 15 percent to 30 percent (without dropping 
the prediction accuracy ), the execution time for webpage access prediction also decreases approxi-
mately 1.3 to 1.4 times, therefore, increasing computational efficiency. Figure 11 shows that we could 
shorten the size of  sequence database up to 50% with integration of  PageRank into CPT without 
losing accuracy. 

CONCLUSION  
Predicting the next item in a sequence over a finite alphabet is essential in a wide range of  applica-
tions in many domains, especially webpage access prediction. In this paper, we introduce a novel ap-
proach to reduce the computational space of  webpage access prediction by using PageRank algo-
rithm. Our experimental results on three real datasets show that our proposed approach can remove 
redundant data from sequence databases but improving the accuracy. The original datasets can be 
reduced down to 70-85% without significantly compromising the prediction accuracy.   
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In the future, we aim to further improve the accuracy of  webpage access prediction and the execu-
tion time for predicting webpage access by using the combination among CPT+ and novel algo-
rithms.  
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APPENDICES 

APPENDIX A: EXECUTION TIME OF COMPUTING SAMPLE WEBPAGE ACCESS 
PREDICTION ON FIFA DATASET 

NO. SEQUENCE OF 
PAGES 
(Input) 

TOP 5 BEST 
PREDICTED PAGES 

(Output) 

EXECUTION TIME (Milliseconds) 
k = 100% (without Pag-

eRank algorithm) 
k = 85% (with Pag-
eRank algorithm) 

1. 400, 129, 33 101, 376, 164, 216, 202 14104 10415 
2. 262, 493, 248 28, 3, 80, 109, 266 14075 9903 
3. 293, 28, 39 214, 92, 112, 80, 5 13609 11058 
4. 1119, 675, 564 672, 384, 341, 383, 308 12040 9923 
5. 124, 27, 222 161, 193, 225, 185, 254 13330 10741 
6. 1435, 1418, 498 577, 289, 472, 679, 674 12240 9750 
7. 155, 131, 1 30, 98, 13, 18, 36 11951 9466 
8. 657, 653, 297 760, 710, 714, 685, 102 12215 9182 
9. 23, 511, 1006 271, 266, 248, 80, 262 12564 10293 
10. 1074, 216, 275 164, 376, 111, 323, 136 12175 9428 

11. 1004, 620, 1034, 
1000 

85, 753, 514, 746, 69 12293 10070 

12. 1039, 1053, 1034, 
977 

85, 620, 520, 753, 514 13343 9767 

13. 170, 178, 200, 737 28, 182, 109, 80, 3 12854 9640 

14. 1134, 947, 1138, 
1162 

1150, 1180, 1142, 1149, 
1131 

13999 10408 

15. 1233, 287, 663, 1001 85, 514, 341, 383, 384 12692 10315 
16. 262 3 109 80 28, 182, 72, 63, 51 13053 9744 

17. 1060, 899, 905, 988 1003, 1023, 2251, 2250, 
2007 

15986 9556 

18. 878, 876, 2172, 2169 2175, 2444, 2174, 2435, 
2167 

14753 10545 

19. 612, 377, 1669, 482 646, 668, 483, 593, 1733 15880 10364 
20. 527, 356, 506, 145, 28 80, 182, 109, 4, 248 13837 11210 

21. 1552, 1558, 1566, 
1685, 1688 

1681, 1680, 1694, 1690, 
1571 

12643 10182 

22. 204, 208, 207, 335, 
166 

225, 185, 254, 168, 2503 12600 10023 

23. 264, 164, 376, 136, 
111 

43, 323, 165, 296, 116 12939 10657 

24. 1124, 1381, 1383, 
1485, 1131 

564, 1408, 1400, 1133, 
118 

12322 10190 

25. 88, 448, 345, 342, 
591 

383, 480, 384, 621, 341 12951 9992 

26. 123, 544, 909, 973, 
684 

1351, 1291, 735, 948, 734 13055 9580 

27. 420, 447, 345, 777, 
735 

843, 369, 824, 853, 850 13429 12007 

28. 102, 138, 37, 131, 
146 

313, 224, 184, 179, 194 14003 10557 
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NO. SEQUENCE OF 
PAGES 
(Input) 

TOP 5 BEST 
PREDICTED PAGES 

(Output) 

EXECUTION TIME (Milliseconds) 
k = 100% (without Pag-

eRank algorithm) 
k = 85% (with Pag-
eRank algorithm) 

29. 87, 835, 805, 845, 
1639 

322, 180, 376, 116, 1074 13565 1052 

30. 527, 356, 506, 145, 
28 

80, 182, 109, 4, 248 14751 9713 

APPENDIX B: EXECUTION TIME OF COMPUTING SAMPLE WEBPAGE ACCESS 
PREDICTION ON KOSARAK DATASET 

NO. SEQUENCE OF 
PAGES 
(Input) 

TOP 5 BEST 
PREDICTED PAGES 

(Output) 

EXECUTION TIME (Milliseconds) 
k = 100% (without Pag-

eRank algorithm) 
k = 68% (with Pag-
eRank algorithm) 

1. 6119, 2876, 101 64, 135, 1559, 1037, 148  16241 10475 
2. 20004, 6, 19 3, 1018, 361, 294, 4961  16156 9944 
3. 8009 8119 1980  148, 321, 2243, 4238, 942  13731 10112 
4. 1830 306 379  148, 7, 3, 135, 438 14673 10192 
5. 3235 4631 3810 64, 3788, 584, 131, 148 15205 10351 
6. 5407 13235 83  3, 7, 77, 87, 85 16719 11029 
7. 2059 2386 2060  64, 4068, 670, 1037, 4069 15400  10463 
8. 233 1463 1864  1865, 235, 148, 90, 1464  17200 9726 
9. 5110 305 11295  148, 3, 3720, 262, 3520 15333  10373 
10. 117 2904 6741  120, 118, 126, 2906, 2908 13490 9941 

11. 12 1830 1531  2943 148, 1044, 473, 242, 
7396 

15470  10970 

12. 1030 1035 1810 
9929  

90, 3, 1019, 777, 520 14030 11439 

13. 5101 325 330 332  6, 11, 338, 339, 218 14562  11323 
14. 25 259 2952 515  90, 772, 1132, 2124, 827 13956   10360 
15. 86 1068 12618 1978  87, 211, 214, 212, 1868  13215 10147 

16. 1687 6563 5369 
4979 

2035, 930, 2872, 3992, 
155 

13448 
 

11298 

17. 821 3492 1910 4200  3, 7, 666, 215, 317 14860  9826 
18. 51 1155 2864 2866  148, 2231, 321, 135, 77 18221  11157 
19. 4354 423 1031 738  136, 633, 467, 148, 2143  14960  11368 

20. 1993 1994 7781 
7783  

6, 1997, 218, 1996, 7788  13158  10878 

21. 382 3322 808 3 
2356  

148, 423, 135, 64, 473  13221  10956 

22. 512 236 4732 2953 
515  

90, 2124, 827, 371, 650  15186  10174  

23. 1101 1141 587 442 
1734  

465, 464, 455, 467, 744  14170  11550 

24. 4643 1520 695 3141 
784  

148, 3, 672, 1071, 266  14282  10101 

25. 220 229 232 6882 
2214  

148, 397, 3322, 694, 442  13166  9747 

26. 14 106 7121 108 
112  

114, 64, 131, 130, 852  14231  9958 
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NO. SEQUENCE OF 
PAGES 
(Input) 

TOP 5 BEST 
PREDICTED PAGES 

(Output) 

EXECUTION TIME (Milliseconds) 
k = 100% (without Pag-

eRank algorithm) 
k = 68% (with Pag-
eRank algorithm) 

27. 66 4212 4103 944 
349  

7, 3, 666, 215, 46  13057  9863 

28. 9631 3 628 64 278  7, 148, 135, 205, 49  12863   9944 

29. 8963 3825 5716 
9700 1923  

316, 3972, 874, 790, 4509  13018  10450 

30. 4442 1837 686 354 
1645  

25, 357, 845, 356, 747  13938   9740 
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